Abstract—We consider a cyclic closed-queueing network with arbitrary service time distributions and derive first- and second-derivative estimators of some finite horizon performance metrics with respect to any one of the service distributions. Our approach is based on observing a single sample path of this system and evaluating first- and second-order effects on departure times as a result of the parameter perturbation. We then define an estimator as a conditional expectation over appropriate observable quantities, using smoothed perturbation analysis techniques. This process recovers the first-derivative estimator along the way and gives new insights into event order change phenomena which are of higher order. Despite the complexity of the analysis, the final algorithms we obtain are relatively simple. Further, we show that our estimators are unbiased and include some numerical examples. We also show the use of our estimators in obtaining approximations of the entire system response surface as a function of system parameters.

I. INTRODUCTION

In dealing with stochastic discrete-event dynamic systems (DEDS), we are often faced with situations where the functional relationship between design or control parameters and performance metrics of interest are unknown. Still, by observing a single sample path of such a system (in a simulation or in an actual operating environment), it is often possible to estimate efficiently gradients of performance metrics with respect to various parameters. This can be accomplished through techniques such as perturbation analysis (PA) [21], [24], [15] and the likelihood ratio (LR) methodology [16], [22], [23]. These techniques provide an alternative to costly (sometimes infeasible in real-time) simulation where sensitivity estimation requires multiple sample path generations. In addition, they can often be integrated into gradient-based optimization algorithms (e.g., [8] and [9]) for problems of considerable complexity.

Techniques such as perturbation analysis can generally be used to estimate not only the first, but also higher-order derivatives of performance metrics with respect to some parameters. For example, for a GI/G/1 queueing system Zazanis and Suri [26] introduced the idea of using conditional expectation to calculate the expected effects of second-order contributions due to parameter perturbations along a sample path and obtained second derivative estimates for the customer-stationary flow time. Using the framework of smoothed perturbation analysis (SPA) [17], Fu and Hu [10] have derived a second-derivative estimator for the GI/G/m queue. Some recent work by Fu and Hu [11] has also extended SPA into a more general framework. However, there is little other work pursued along the lines of second-order derivative estimation, the main reason being that for complex systems, second-derivative estimators become difficult to obtain and are harder to implement in practice (compared to first-derivative estimators).

Recently, however, two developments have provided renewed motivation for seeking higher-order derivative estimates for performance metrics of DEDS. First, as first-derivative estimators are used in gradient-based optimization, we are often faced with the practical problem of instabilities in the form of large oscillations [8], [3]. To alleviate this problem, it is known that algorithms using second-derivative information may be used [4]. The second, perhaps more important, development is the emergence of Padé approximation techniques as viable means to accurately estimate the entire response surface of a complex system with respect to some parameter. Given some function \( J(\theta) \), a Padé approximant is a rational function of the form \( P_L(\theta)/Q_M(\theta) \), where \( P_L(\theta) \) and \( Q_M(\theta) \) are appropriately selected polynomials of degree \( L \) and \( M \), respectively (see [1]). First- and higher-order derivative information at a single point \( \theta \) provides one effective way to obtain the coefficients of these polynomials. As was recently shown in [18], Padé approximants of performance metrics of GI/G/1 systems show remarkable accuracy using first- and second-derivative information alone. This opens up a range of exciting possibilities for estimating global response surfaces of more complex systems based on information extracted from a single sample path observed under a parameter setting \( \theta \).

Lastly, it is worth mentioning that a by-product of sample-path-based first- and second-derivative estimators is the fact that they sometimes lead directly to the establishment of structural properties of a system such as monotonicity or convexity/concavity of performance metrics with respect to parameters (if, for example, it turns out that the expectation of an unbiased such estimator is always positive/negative).

In this paper, we consider a closed-queueing network consisting of \( n \) servers connected in series, providing service to a fixed population of \( n \) customers. This is a model often used for serial transfer lines in manufacturing constrained to operate with a limited number of fixtures, \( n \), or virtual circuits in communication networks with flow control limiting the...
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number of packets to $n$ and assuming no interfering traffic at any link. Other than some mild technical constraints, all service time distributions are arbitrary. PA techniques were first applied to this type of system in [20] to approximate first derivatives of the throughput. In [19] and [6] estimators for the throughput of closed Jackson queueing networks using infinitesimal perturbation analysis (IPA) were derived and extended by Cao [7] to general service time distributions. However, IPA cannot generally be applied to second-derivative estimation. The main reason is that IPA is based on limited information obtained from the observed sample path; to estimate second derivatives one needs significantly more information to be extracted from this same sample path to account for second-order effects in event order changes.

The main contribution of this paper is the derivation of unbiased second-derivative estimators for two types of performance metrics: throughput and mean delay between any two points in the closed serial-queueing network described above, over a finite time horizon. Our basic approach is to evaluate all second-order effects on departure times as a result of a parameter perturbation in a sample path of this network. Our analysis uses SPA techniques [17] in a way that provides new insights into the type of information on which one needs to condition. In particular, it is common in SPA to impose a conditioning on all past history of a process when an event occurs as well as the identity of the next event (e.g., see [14]); our approach is different in that our conditioning includes residual event lifetimes at the time of the next event, but not the time of the next event. As we will see, this allows us to obtain conditional expectations of performance metrics which overcome difficulties caused by event order changes on any given sample path. While the analysis is at times tedious and the form of the second-derivative estimator appears complex, its implementation, as we will show, turns out to be quite simple. Finally, even though we do not address the issue of consistency of the estimators we derive, we refer the reader to [2], where consistency is shown to hold for a two-node cyclic Markovian network for which second derivatives of the throughput at steady state can be analytically obtained.

The paper is organized as follows. In Section II, we set up the estimation problem and present some notation. In Section III, we derive a second-derivative estimator for the throughput; in the process, our approach recovers the first derivative which can also be obtained through standard IPA techniques. We also present an algorithm for implementing our first- and second-derivative estimators in Section IV. Some numerical examples are then presented in Section V. In Section VI, we show how our analysis is extended to first- and second-derivative estimators of mean delays. In Section VII, we present an application to the estimation of the throughput provided in [IS]. Finally, Section VIII contains a summary and discussion of future research in this area.

II. NOTATION AND ESTIMATION PROBLEM SETUP

We consider a serial closed-queueing network consisting of $m$ servers (nodes) and a finite population of $n$ customers. Each customer joins the queue in front of the next node as soon as it completes service at the current node, all queues have infinite capacity, and all nodes serve customers in FCFS fashion. Let $S_{i,k}$ denote the service time of the $i$th customer served at node $k$. We assume that the service times $\{S_{i,k}; i = 1, 2, \ldots\}$ are an i.i.d. sequence of random variables with distribution $F_k(\cdot)$, $k = 1, \ldots, m$. The sequences $\{S_{i,k}; i = 1, 2, \ldots\}, k = 1, \ldots, m$, are also assumed independent.

Our objective is to estimate the first and second derivatives of the expected departure time of the $N$th customer served at a node, say node 1, with respect to a parameter $\theta$ of the service time distribution of one of the nodes based on observations extracted from a single sample path (the "nominal sample path"). Without loss of generality (as it will become apparent from our analysis), we assume that $\theta \in \Theta$ is a parameter of $F_1(\cdot)$ and $\Theta$ is an interval in $R$.

Suppose that our probability space $(\Omega, \mathcal{F}, P)$ supports $m$ sequences of i.i.d. random variables $\{U_{i,k}; i = 1, 2, \ldots, k = 1, \ldots, m\}$, uniformly distributed on $[0, 1]$. Let $F^{-1}_k(u, \theta) = \inf\{x: F_k(x, \theta) \geq u\}, F_k^{-1}(u) = \inf\{x: F_k(x) \geq u\}, k = 2, \ldots, m$. Thus, letting $S_{i,1}(\theta) = F^{-1}_1(U_{i,1}, \theta), S_{i,k} = F^{-1}_k(U_{i,k}), k = 2, \ldots, m$ defines a family of sample paths parameterized by $\theta$. (For more details we refer the reader to [15] and [25].)

We are now ready to state the assumptions under which we carry out our analysis and derive the first- and second-derivative estimators. For the sake of (relative) simplicity we have not chosen the most general assumptions under which our results hold, but rather those that would simplify the proofs to the extent possible. In the remarks that follow we indicate ways to extend our results beyond the class of systems that satisfy the assumptions stated here.

Assumption A.1: $S_{i,1}(\theta)$ is an increasing function of $\theta$, i.e.,

$$\Delta S_{i,1} \eqdef S_{i,1}(\theta + \Delta \theta) - S_{i,1}(\theta) \geq 0 \text{ w.p. 1, for } \Delta \theta \geq 0.$$  

This assumption simplifies the sample path analysis since it guarantees that a positive change in the parameter $\theta$ will result in positive perturbations. It can be relaxed via the approach described in [26, Sec. 8].

Assumption A.2: The derivative

$$\frac{\partial S_{i,1}}{\partial \theta}(\theta) = \lim_{\Delta \theta \to 0} \frac{S_{i,1}(\theta + \Delta \theta) - S_{i,1}(\theta)}{\Delta \theta}$$

exists and is a continuous function of $\theta \in \Theta$ w.p. 1. Furthermore, there exist positive constants $c_1, c_2$, such that

$$\frac{\partial S_{i,1}}{\partial \theta}(\theta) \leq c_1 + c_2 S_{i,1}(\theta) \text{ w.p. 1, for all } \theta \in \Theta.$$  

The above assumption (together with the mean value theorem) implies that

$$\frac{\Delta S_{i,1}}{\Delta \theta} \leq c_1 + c_2 S_{i,1}(\theta).$$  

This assumption is introduced purely for convenience in our analysis. Note that it is a condition which is easy to verify for any given distribution and is satisfied by most commonly encountered parametric distribution families. In particular, it is always satisfied when $\theta$ is a scale or a location parameter (see [25]).
Assumption A.3: The second derivative
\[ \frac{\partial^2 S_{1,1}(\theta)}{\partial \theta^2} = \lim_{\Delta \theta \to 0} \frac{1}{\Delta \theta} \left[ \frac{\partial S_{1,1}(\theta + \Delta \theta)}{\partial \theta} - \frac{\partial S_{1,1}(\theta)}{\partial \theta} \right] \]
exists and is continuous for all \( \theta \in \Theta \) w.p. 1. Furthermore
\[ \mathbb{E} \left| \sup_{\theta \in \Theta} \left| \frac{\partial^2 S_{1,1}(\theta)}{\partial \theta^2} \right|^3 \right| < \infty. \]

This is a technical condition required to prove unbiasedness of our estimators and is commonly encountered in the PA literature (e.g., see [15]). Its interpretation is that the second derivative \((\partial^2 S_{1,1}/\partial \theta^2)(\theta)\) should not be "excessively large." Note that for scale and location parameters, as in the case of Assumption A.2 above, this condition is automatically satisfied since \((\partial^2 S_{1,1}/\partial \theta^2)(\theta) = 0 \) w.p. 1.

Assumption A.4: The distributions \( F_k, k = 1, \ldots, m, \) are absolutely continuous with density \( f_k(t) \) and corresponding hazard rate \( h_k(t) = f_k(t)/F_k(t) \) bounded above by \( \gamma \) for all \( t \geq 0. \) In particular, \( f_1(t, \theta)/F_1(t, \theta) \leq \gamma \) for all \( \theta \in \Theta. \)

This assumption may also be relaxed, though with considerable effort. The reader is referred to [12], [13], and [27].

The following notation will be needed in the sample path analysis of the following section:

- \( C_{i,k} \): the \( i \)-th customer served at node \( k \) in the nominal path;
- \( e_{i,k} \): departure event of \( C_{i,k} \) in the nominal path;
- \( A_{i,k} \): arrival time of \( C_{i,k} \) in the nominal path;
- \( D_{i,k} \): departure time of \( C_{i,k} \) in the nominal path;

where \( i = 1, 2, \ldots, n \).

In this paper we focus on finite horizon performance metrics. With the above notation, \( D_{N,1} \) is the time to observe \( N \) departures from node 1. The main performance metric we consider is
\[ \overline{D}(\theta) = \frac{1}{N} \mathbb{E}[D_{N,1}] \]
which can be thought of as the mean interdeparture time. (The term is justified if we assume that at \( t = 0 \) a departure occurs at node 1.) When the value of the parameter \( \theta \) changes to \( \theta + \Delta \theta \), the service times at node 1 are increased by \( \Delta S_{i,1}(\theta), i = 1, \ldots, N. \) This in turn causes \( D_{N,1} \) to increase by \( \Delta D_{N,1} = D_{N,1}(\theta + \Delta \theta) - D_{N,1}(\theta) \). In a nutshell, our analysis provides an expression for
\[ \Delta \overline{D}(\theta) = \overline{D}(\theta + \Delta \theta) - \overline{D}(\theta) = \frac{1}{N} \mathbb{E}[\Delta D_{N,1}]. \]

As we will see in the next section, the first step toward this end is to show that \( \Delta D_{N,1} \) can be expressed in the form \( \Sigma_{(j,l) \in B_{N,1}} \Delta_{j,l} \), where \( (j,l) \) denotes the \( j \)-th departure event at node \( l \), \( B_{N,1} \) is a subset of the events that have occurred up to time \( D_{N,1} \) (defined later), and \( \Delta_{j,l} \) a quantity related to the \( j \)-th departure event at node \( l \). Therefore, we have
\[ \Delta \overline{D}(\theta) = \frac{1}{N} \mathbb{E} \left[ \sum_{(j,l) \in B_{N,1}} \Delta_{j,l} \right]. \]

In general, \( \Sigma_{(j,l) \in B_{N,1}} \Delta_{j,l} \) is not a "smooth" enough function of \( \theta \) for the purpose of deriving second-derivative estimators. Thus, in the spirit of SPA [14], [17], we need to differentiate a corresponding conditional expectation. As we will see in the next section, the information on which it is necessary to condition consists of the age of various service processes at critical events as well as the length of certain idle periods and waiting times.

III. DERIVATION OF ESTIMATORS

When \( \theta \) is increased to \( \theta + \Delta \theta \), we get a perturbed sample path. We use the superscript \( p \) to denote various quantities in the perturbed path (for example, \( D_{N,1}^p \) denotes a departure time in the perturbed path). Further, we will assume that our m-node, n-customer system is such that \( m > 1 \) and \( n > 1 \), and we will always use \( k+1 \) to refer to the node where a customer departing from node \( k \) goes next, i.e., \( k \pm 1 = (k \pm 1) \mod m \).

The analysis that follows involves a significant amount of notation and becomes complicated at times. For ease of exposition, it is organized in a number of subsections.

A. Lindley Recursions for Perturbed Event Times

The following recursive equations describe the evolution of the nominal and perturbed paths:
\[ D_{i,k} = S_{i,k} + \max\{D_{i-1,k}, A_{i,k}\} \]
\[ D_{i,k}^p = S_{i,k}^p + \max\{D_{i-1,k}^p, A_{i,k}^p\} \]
where \( D_{0,k} = D_{0,k}^p = 0 \) for all \( k = 1, \ldots, m. \) Defining \( \Delta D_{i,k} = D_{i,k}^p - D_{i,k} \), we have
\[ \Delta D_{i,k} = \Delta S_{i,k} + \max\{D_{i-1,k}^p, A_{i,k}^p\} - \max\{D_{i-1,k}, A_{i,k}\}. \]

Note that \( A_{i,k} = D_{j,k-1} \) for some departure event \( c_{j,k-1} \) at node \( k-1 \). We set \( j = i \) to denote the index of \( C_{i,k} \) when this customer is at \( k-1 \), i.e., \( C_{i,k-1} \) becomes \( C_{i,k} \) immediately after this event. For consistency of notation, if there are initially \( n_k \) customers at node \( k \), we simply set \( i = 0 \) (i.e., \( A_{i,k} = D_{0,k} \) for all \( i = 1, \ldots, n_k \)).

Note that as a result of Assumption A.4, the probability that two events occur simultaneously is zero, and denote by \([x]^+ = \max\{0, x\}\) the positive part of the real number \( x \). We now consider two cases in (2).

Case 1: \( D_{i-1,k} > A_{i,k} \) (or \( D_{i-1,k} > D_{i,k-1} \)).
\[ \Delta D_{i,k} = \Delta S_{i,k} + \max\{D_{i-1,k}, A_{i,k}\} - D_{i-1,k} \]
\[ = \Delta S_{i,k} + (D_{i-1,k}^p - D_{i-1,k}) \]
\[ + \max\{0, A_{i,k}^p - D_{i-1,k}^p\} \]
\[ = \Delta S_{i,k} + \Delta D_{i-1,k} + \max\{A_{i,k}^p - D_{i-1,k}^p\} \]
\[ = \Delta S_{i,k} + \Delta D_{i-1,k} + \max\{A_{i,k}^p - D_{i-1,k}^p\} \]
\[ + \max\{D_{i,k-1}^p - D_{i-1,k}^p - (D_{i-1,k} - D_{i,k-1})\} \]
\[ = \Delta S_{i,k} + \Delta D_{i-1,k} + \max\{D_{i,k-1}^p - D_{i-1,k}^p - (D_{i,k-1} - D_{i-1,k})\} \]
\[ + \max\{D_{i,k-1}^p - D_{i-1,k}^p - W_{i,k}\} \]
where \( W_{i,k} = D_{i-1,k} - D_{i,k-1} \) is the waiting time of \( C_{i,k} \).
Case 2: $D_{i-1,k} < A_{i,k}$ (or $D_{i-1,k} < D_{i,k-1}$).

$$\Delta D_{i,k} = \Delta S_{i,k} + \max\{D_{i,k-1}^p, A_{i,k}^p\} - A_{i,k}$$

$$= \Delta S_{i,k} + (A_{i,k}^p - A_{i,k}) + \max\{0, D_{i,k-1}^p - A_{i,k}^p\}$$

$$= \Delta S_{i,k} + \Delta D_{i,k-1} + [D_{i,k-1}^p - D_{i,k-1}^p]$$

$$= \Delta S_{i,k} + \Delta D_{i,k-1} + \Delta D_{i-1,k} - (D_{i,k-1} - D_{i-1,k})$$

where $I_{i,k} = D_{i,k-1} - D_{i-1,k}$ is the length of the idle period terminated by the arrival of $C_{i,k}$ at node $k$.

Combining the above two cases we have

$$\Delta D_{i,k} = \Delta S_{i,k} + (\Delta D_{i-1,k} + \Delta D_{i,k-1} - \Delta D_{i-1,k})$$

$$- \Delta D_{i-1,k} - \Delta D_{i-1,k} - \Delta D_{i,k-1} - (D_{i,k-1} - D_{i-1,k})$$

$$+ [\Delta D_{i,k-1} - \Delta D_{i-1,k} - I_{i,k}]^p$$

where $I_{i,k} = D_{i,k-1} - D_{i-1,k}$ is the length of the idle period terminated by the arrival of $C_{i,k}$ at node $k$.

The term $\Delta D_{i-1,k}$ can again be expressed in terms of some $\Delta D_{j,l}$ such that $\Delta D_{i,k} = \Delta D_{i-1,k}$, or $\Delta D_{j,l} = \Delta D_{j,k-1}$, depending on whether $e_{i-1,k}$ or $e_{i,k-1}$ induces $e_{i,k}$. If $e_{i-1,k}$ induces $e_{i,k}$, (6) becomes

$$\Delta D_{i,k} = \Delta D_{i-1,k} + \Delta D_{i,k-1} + \Delta D_{i,k-1}$$

The term $\Delta D_{j,l}^2$ can again be expressed in terms of some $\Delta D_{j,l}$ such that $\Delta D_{i,k} = \Delta D_{i-1,k}$, and $\Delta D_{j,l} = \Delta D_{j,k-1}$, depending on whether $e_{i-1,k}$ or $e_{i,k}$ induces $e_{i,k}$. If $e_{i,k}$ induces $e_{i,k}$, (6) becomes

$$\Delta D_{i,k} = \Delta D_{i-1,k} + \Delta D_{i,k-1} + \Delta D_{i,k-1} + \Delta D_{i,k-1}$$

The term $\Delta D_{i,k}^2$ can again be expressed in terms of some $\Delta D_{j,l}$ such that $\Delta D_{i,k} = \Delta D_{i-1,k}$, and $\Delta D_{j,l} = \Delta D_{j,k-1}$, depending on whether $e_{i-1,k}$ or $e_{i,k}$ induces $e_{i,k}$. If $e_{i,k}$ induces $e_{i,k}$, (6) becomes

$$\Delta D_{i,k} = \Delta D_{i-1,k} + \Delta D_{i,k-1} + \Delta D_{i,k-1} + \Delta D_{i,k-1}$$

Example: In a two-node two-customer system, a typical nominal sample path is shown in Fig. 1 where $e_{i,k}$ denotes the departure event $e_{i,k}$.

Using the recursive construction of the set $B_{i,k}$, we have

$$B_{i,k} = \{(i,k) \in B_{i,k} : i_1 < k_1\}$$

and thus, returning to the expression in (6), we can write

$$\Delta D_{i,k} = \sum_{(j,l) \in B_{i,k}} \Delta D_{j,l}$$

(7)

To facilitate this process, we introduce the following terminology: we say that event $e_{i,k}$ is induced by another event $e_{j,l}$ if $e_{i,k}$ becomes a feasible event at time $D_{j,l}$. In particular, $e_{i,k}$ is either a) induced by $e_{j-1,k}$ if $D_{j-1,k} > D_{i,k-1}$ or b) induced by $e_{j,k-1}$ if $D_{j,k-1} > D_{i,k-1}$.
are generated. An element \((j,l)\) of \(R_{i,k}\), on the other hand, corresponds to any event in \(B_{i,k}\) which happens to be the first departure in a busy period at node \(l\). Thus, \(e_{j,l}\) with \((j,l)\) \(\in R_{i,k}\) is always induced by \(e_{j,l-1}\). We note that the set \(R_{i,k}\) captures the well-known “perturbation propagation” phenomena due to idling at nodes as identified in early work on PA (e.g., [20]). All other events in \(B_{i,k}\) not contained in \(R_{i,k}\) belong to the set \(Q_{i,k}\).

As an example, one can easily check that in Fig. 1
\[
P_{7,1} = \{(1,1),(3,1),(6,1),(7,1)\}
\]
\[
Q_{7,1} = \{(4,2),(7,1)\}
\]
\[
R_{7,1} = \{(1,1),(1,2),(3,1),(3,2),(6,1)\}.
\]

The two last terms on the right-hand side (RHS) of (8) correspond to the effect of “changes in the order of events.” More specifically, the sum of \(\Delta_j,\) which happens to be the first departure in a busy period at node \(l\), such that no event takes place in the preceding idle period \((DJ_l-1,l)\). As we will see, events such that \((j,l)\) \(\in B_{i,k}\) which are not “critical,” i.e., not belonging to \(R_{i,k}\) or \(Q_{i,k}\), can be ignored as far as perturbation propagation is concerned.

Finally, define the set
\[
\Gamma = \{(j,l); j = 1,2,\ldots, l = 1,\ldots, m\}
\]
and observe that \(R_{i,k} = R_{i,k} \cap \Gamma\), and \(Q_{i,k} = Q_{i,k} \cap \Gamma\).

D. The Conditions \(z_{j,l}\)

Denote by \(\mathcal{M}(t)\) the set of nodes that are busy at time \(t\). The process \(\{\mathcal{M}(t); t \geq 0\}\) taking values on the class of subsets of the set of nodes, \(\{1,2,\ldots, m\}\), is assumed to have right-continuous paths. In particular, \(\mathcal{M}(DJ_j-1)\) is the set of nodes that are busy immediately after the \((j-1)\)th departure from node \(l\). Next, define
\[
S_{k}^a(t) = \begin{cases} 
\text{age of service time of customer present at node } k \text{ at time } t, & \text{if } k \in \mathcal{M}(t) \\
0, & \text{if } k \notin \mathcal{M}(t)
\end{cases}
\]
\[
S_{k}^r(t) = \begin{cases} 
\text{residual service time of customer present at node } k \text{ at time } t, & \text{if } k \in \mathcal{M}(t) \\
0, & \text{if } k \notin \mathcal{M}(t)
\end{cases}
\]
\[
S_{k}(t) = \begin{cases} 
\text{total service time of customer present at node } k \text{ at time } t, & \text{if } k \in \mathcal{M}(t) \\
0, & \text{if } k \notin \mathcal{M}(t)
\end{cases}
\]
where, of course, \(S_{k}(t) = S_{k}^a(t) + S_{k}^r(t)\). Hence, we define the families of processes \(\{S_{k}^a(t); t \geq 0, k = 1,\ldots, m\}\), \(\{S_{k}^r(t); t \geq 0, k = 1,\ldots, m\}\), and \(\{S_{k}(t); t \geq 0, k = 1,\ldots, m\}\), and again, consider the right-continuous versions of these processes.

We now impose a sequence of conditions, \(z_{j,l}\), associated with events \(e_{j,l}\) as follows: Let \(e_{j,l}'\) be the event immediately following \(e_{j,l}\). Let \(h_{j,l}\) denote all events and event times before \(DJ_j\), as well as the identity of the next event, \(e_{j,l}'\). In particular we point out that \(h_{j,l}\) contains all ages of feasible events at \(DJ_j\).

In addition, let \(D_{j,l}'\) denote the time of the next event, \(e_{j,l}'\). Then, we define the condition \(z_{j,l}\) as follows:
\[
z_{j,l} = \{h_{j,l}, \mathcal{M}(D_{j,l}'), S_{q}^a(D_{j,l}'); q \in \mathcal{M}(D_{j,l})\}.
\]

Note that, in addition to the history of the process up to the event time and the identity of the next event, \(z_{j,l}\) includes the list of active nodes at the time the next event occurs, as well as the residual service times at the time of the next event. It does not, however, contain the time of the next event, \(D_{j,l}'\). Readers familiar with the smoothed perturbation analysis (SPA) methodology will appreciate the importance of carefully selecting the conditions \(z_{j,l}\): “just enough” information from the observed sample path is included in (14) to allow us to “smooth out” discontinuities that prevent a PA estimator from being unbiased. The justification for the specific choices made here will become clear in the analysis that follows.
Remark: In a simulation setting, conditioning on information such as the identity of the next event or residual service times presents no implementation problem, since this information is routinely available. In a real-time setting, on the other hand, future information is not available. This, however, presents no problem for the implementation of the estimators we will derive; it simply requires additional memory associated with certain events. For example, if one requires residual time data for certain active nodes when event \( e_{j,l} \) occurs, one should wait until all corresponding service completions take place and then proceed with whatever computation is involved associated with \( e_{j,l} \).

Returning to (8), our objective now becomes to replace the terms involving \( I_{j,l} \) and \( W_{j,l} \) by appropriate conditional expectations and explicitly evaluate them. Our main result, Theorem 1, will provide an expression for \( E[D_{j,k}] \) in terms of these conditional expectations.

E. Conditional Expectations for Noncritical Events

We begin by considering all noncritical events in the induced event set \( B_{i,k} \), i.e., those that do not belong to \( R_{n,k} \) or \( Q_{i,k} \) as defined in Section III-C. The following lemma shows that the contribution of such events is of order \( o(\Delta \theta^2) \). This is done by providing bounds for the conditional expectations \( E[I_{j,l} | \Lambda_{j-1,l} ] \) and \( E[W_{j,l} | \Lambda_{j-1,l} ] \). Observe that in these conditional expectations only the first part of the condition defined in (14) is used. Thus, if \( e_{j,l} \) is the first event in a busy period at node \( l \), we condition only on \( \Lambda_{j-1,l} \), where \( e_{j-1,l} \) is the event that initiated the preceding idle period.

**Lemma 1:**

1) If at least one event occurs during an idle period of length \( I_{j,l} \) (i.e., if \( e_{j,l-1} \) is not the event immediately following \( e_{j-1,l} \)), then

\[
\frac{1}{\Delta \theta} E[I_{j,l} | \Lambda_{j-1,l} ] \leq K_{I,j,l}^{W}(\Delta \theta) \tag{15}
\]

where \( K_{I,j,l}^{W}(\Delta \theta) \) is such that \( K_{I,j,l}^{W}(\Delta \theta) \in \Lambda_{j-1,l}, EK_{I,j,l}^{W}(\Delta \theta) < \infty \), and \( \lim_{\Delta \theta \to 0} K_{I,j,l}^{W}(\Delta \theta) = 0 \).

2) If at least one event occurs during the waiting time of length \( W_{j,l} \) (i.e., if \( e_{j,l} \) is not the event immediately following \( e_{j,l-1} \)), then

\[
\frac{1}{\Delta \theta} E[W_{j,l} | \Lambda_{j-1,l} ] \leq K_{W,j,l}^{W}(\Delta \theta) \tag{16}
\]

where \( K_{W,j,l}^{W}(\Delta \theta) \in \Lambda_{j-1,l}, EK_{W,j,l}^{W}(\Delta \theta) < \infty \) and \( \lim_{\Delta \theta \to 0} K_{W,j,l}^{W}(\Delta \theta) = 0 \).

**Proof:** See the Appendix.

The above lemma implies of course that the contribution of noncritical events is of order \( o(\Delta \theta^2) \) and hence that these events will not play a role in the final expression for the second derivative of \( E[D_{j,k}] \) and the resulting estimator.

F. Conditional Expectations for Critical Events

Next, we consider critical events in the induced event set \( B_{i,k} \), i.e., events belonging to \( R_{n,k} \) or \( Q_{i,k} \) as defined in Section III-C. Before obtaining the analog of Lemma 1 for critical events, i.e., evaluating the corresponding conditional expectations, we first need to obtain some conditional densities. In particular, suppose event \( e_{j-1,l} \) occurs at time \( D_{j-1,l} \) and is followed by an idle period of duration \( I_{j,l} \). In the following lemma, an expression for the conditional density of \( I_{j,l} \) given \( z_{j-1,l}, g_{j,l}^{W}(x | z_{j-1,l}) \), is obtained for the case where no events occur during the idle period, or, equivalently, \( e_{j-1,l} \) occurs immediately after \( e_{j-1,l} \) (with an obvious dual result for \( W_{j,l} \)).

**Lemma 2:**

1) If event \( e_{j-1,l} \) initiates an idle period of length \( I_{j,l} \) at node \( l \) and the next event to occur is \( e_{j,l-1} \), i.e., the event terminating the idle period, then the conditional density of this idle period given \( z_{j-1,l}, g_{j,l}^{W}(x | z_{j-1,l}) \), is shown in (17) at the bottom of the page.

2) If customer \( C_{j,l} \) upon arrival to node \( l \) at time \( D_{j-1,l} \) finds the server busy and the next event to occur is \( e_{j-1,l} \), then the conditional density of this customer’s waiting time given \( z_{j-1,l}, g_{j,l}^{W}(x | z_{j-1,l}) \), is shown in (18) at the bottom of the next page.

**Proof:** See the Appendix.

We now consider case 1) of Lemma 2 to obtain an analog of case 1) in Lemma 1. In this case, we consider the conditional expectation \( E[I_{j,l} | z_{j-1,l}] \). Unlike Lemma 1, however, the condition here is \( z_{j-1,l} \), not just \( \Lambda_{j-1,l} \). In the next lemma we show that the contribution of critical events is no longer of order \( o(\Delta \theta^2) \), but instead it depends on the conditional density function \( g_{j,l}^{W}(x | z_{j-1,l}) \) and a quantity \( Y_{j,l} \) defined next.

Let \( S_{j-1,l} \) denote the age of the service time of customer \( C_{j,l} \) at the time \( e_{j-1,l} \) occurs. In other words, using the definition of a service time age in Section III-D, we simply set \( S_{j-1,l} = S_{j-1,l}(D_{j-1,l}, I_{j,l}) \). As illustrated in Fig. 2, this corresponds to any event \( e_{j,l} \) which is the first departure in a busy period of node \( l \) initiated by \( e_{j,l-1} \) following an idle period of length \( I_{j,l} \). The crucial observation here is that \( S_{j-1,l} \)
belongs to \( z_{j-1,l} \), the condition imposed in \( E[\tilde{I}_{j,l}|z_{j-1,l}] \). Let us then define

\[
y_{j,l}^{z} = \sum_{(q,r) \in P_{j-1,l}} \frac{\partial}{\partial \theta} S_{q,r} - \sum_{(q,r) \in P_{j-1,l}} \frac{\partial}{\partial \theta} S_{q,r}^{z_{j-1,l}} - \frac{\partial}{\partial \theta} S_{j-1,l-1}
\]  

(19)

Similarly, we use \( S_{j-1,l-1}^{z} \) to denote the age of the service time of customer \( C_{j-1,l} \) at the time \( e_{j-1,l-1} \) occurs (see Fig. 2). Accordingly, we define

\[
y_{j,l}^{W} = \sum_{(q,r) \in P_{j-1,l}} \frac{\partial}{\partial \theta} S_{q,r} - \sum_{(q,r) \in P_{j-1,l}} \frac{\partial}{\partial \theta} S_{q,r}^{z_{j-1,l}} - \frac{\partial}{\partial \theta} S_{j-1,l-1}^{z}
\]  

(20)

**Lemma 3:**

1) If no events occur in the system during an idle period of length \( I_{j,l} \) (i.e., if the event that occurs immediately after \( e_{j-1,l} \) is \( e_{j,l-1} \)), then

\[
\lim_{\Delta \theta \to 0} \frac{1}{\Delta \theta^2} E[\tilde{I}_{j,l}|z_{j-1,l}] = \frac{1}{2} g_{j,l}(0|z_{j-1,l})([Y_{j,l}^{f}]^+)^2.
\]  

(21)

2) If no events occur in the system during a waiting period of length \( W_{j,l} \) (i.e., if the event that occurs immediately after \( e_{j-1,l} \) is \( e_{j,l-1} \)), then

\[
\lim_{\Delta \theta \to 0} \frac{1}{\Delta \theta^2} E[\tilde{W}_{j,l}|z_{j-1,l}] = \frac{1}{2} g_{j,l}^{W}(0|z_{j-1,l})([Y_{j,l}^{W}]^+)^2.
\]  

(22)

**Proof:** See the Appendix.

**G. Second-Derivative Estimators Using Conditional Expectations**

Returning to (8) and taking expectations on both sides, we get

\[
E[\Delta D_{i,k}] = E \sum_{(j,l) \in P_{i,k}} \Delta S_{j,l} + E \sum_{(j,l) \in Q_{i,k}} \tilde{W}_{j,l} + E \sum_{(j,l) \in R_{i,k}} I_{j,l}.
\]  

(23)

Combining the results from the previous sections, we will now replace the RHS above by terms involving conditional expectations. This leads to our main result, Theorem 1 below.

**Theorem 1:**

\[
E[\Delta D_{i,k}] = E \sum_{(j,l) \in P_{i,k}} \Delta S_{j,l} + E \left[ \frac{1}{2} g_{j,l}(0|z_{j-1,l})([Y_{j,l}^{f}]^+)^2 \right]
\]

\[
+ E \left[ \frac{1}{2} g_{j,l}^{W}(0|z_{j-1,l})([Y_{j,l}^{W}]^+)^2 \right] \Delta \theta^2
\]

\[
+ o(\Delta \theta^2).
\]  

(24)

\[
g_{j,l}^{W}(x|z_{j-1,l}) = \int_{0}^{\infty} g_{j,l}^{W}(x|z_{j-1,l} + u) \left[ \prod_{q \in M(D_{j,l-1}) \cap q \neq l} f_{q}(S_{q}(D_{j,l-1}) - W_{j,l} + u) \right]
\]

\[
\int_{0}^{\infty} f_{l}(S_{l}(D_{j,l-1} + x)) \left[ \prod_{q \in M(D_{j,l-1}) \cap q \neq l} f_{q}(S_{q}(D_{j,l-1}) - W_{j,l} + u) \right] du
\]  

(18)
Proof: Recalling (4) and (7), we have
\[
\Delta D_{i,k} = \sum_{(j,t) \in B_{i,k}} \Delta D_{j,t} = \sum_{(j,t) \in B_{i,k}} \Delta S_{j,t} 1(l = 1) \\
+ \sum_{(j,t) \in B_{i,k}} \bar{W}_{j,t}(D_{j,t-1} > D_{j,t-1}) \\
+ \sum_{(j,t) \in B_{i,k}} \bar{I}_{j,t}(D_{j,t-1} < D_{j,t-1}).
\]

Comparing RHS above with the RHS of (24), note that the first two summations are identical. Let us next consider the remaining two sums above. The last one can be written as
\[
\sum_{(j,t) \in B_{i,k}} \bar{I}_{j,t}1(D_{j,t-1} < D_{j,t-1}) \\
= \sum_{t=1}^{\infty} \sum_{j=1}^{\infty} \bar{I}_{j,t}1(D_{j,t-1} < D_{j,t-1})1((j,t) \in B_{i,k}).
\]

Taking expectations and using Fubini’s theorem, we obtain
\[
E \sum_{(j,t) \in B_{i,k}} \bar{I}_{j,t}1(D_{j,t-1} < D_{j,t-1}) \\
= \sum_{t=1}^{\infty} \sum_{j=1}^{\infty} E[\bar{I}_{j,t}1(D_{j,t-1} < D_{j,t-1})1((j,t) \in B_{i,k})].
\]

(25)

Recalling the definitions of the sets $R_{i,k}$ and $R_{i,k}^*$ in Sections B and C, we have
\[
1((j,t) \in B_{i,k})1(D_{j,t-1} < D_{j,t-1}) = 1((j,t) \in R_{i,k}) \\
1((j,t) \in R_{i,k}^*)1((j,t) \in \Gamma) = 1((j,t) \in R_{i,k}^*)
\]

(26)

(27)

We next note that the information in $\Lambda_{j-1,l}$ is enough to determine whether $D_{j-1,l} < D_{j-1,l-1}$, and whether $(j,t)$ belongs to $\Gamma$ or not, that is
\[
1(D_{j-1,l} < D_{j-1,l-1}) \in \Lambda_{j-1,l} \subset z_{j-1,l}
\]

(28)

and
\[
1((j,t) \in \Gamma) \in \Lambda_{j-1,l} \subset z_{j-1,l}.
\]

(29)

The above two remarks are crucial in what follows. Equation (28) is simply due to the fact that $\Lambda_{j-1,l}$ includes the whole history of the process up to time $D_{j-1,l}$, so that by that time we obviously know whether $D_{j-1,l}$ has occurred (in which case the inequality is satisfied) or not. To check (29) we need to recall that $\Lambda_{j-1,l}$ contains the identity of the next event: If $D_{j-1,l} < D_{j-1,l-1}$, observe that no events occur in $(D_{j-1,l}, D_{j-1,l-1})$ if $\bar{e}_{j-1,l}$ is the next event. If on the other hand $D_{j-1,l} > D_{j-1,l-1}$, then we can tell whether any events occurred in $(D_{j-1,l-1}, D_{j-1,l})$ or not since this time interval clearly belongs to the past history of the process.

With these observations in mind, let us now return to the RHS of (25) and examine a typical term in the double summation. Noting that $1((j,t) \in B_{i,k}) = 1((j,t) \in B_{i,k} \cap \Gamma) + 1((j,t) \in B_{i,k} \cap \Gamma^c)$, we have
\[
E[\bar{I}_{j,t}1((j,t) \in B_{i,k})1(D_{j,t-1} < D_{j,t-1})] \\
= E[1(D_{j,t-1} < D_{j,t-1})\bar{I}_{j,t}1((j,t) \in B_{i,k} \cap \Gamma)] \\
+ E[1(D_{j,t-1} < D_{j,t-1})\bar{I}_{j,t}1((j,t) \in B_{i,k} \cap \Gamma^c)].
\]

Next, take conditional expectations on the RHS of the above display, conditioning on $z_{j-1,l}$ for the first term above and on $\Lambda_{j-1,l} \subset z_{j-1,l}$ for the second term
\[
E[\bar{I}_{j,t}1((j,t) \in B_{i,k})1(D_{j,t-1} < D_{j,t-1})] \\
= E[1(D_{j-1,l} < D_{j-1,l-1})] \\
\cdot E[\bar{I}_{j,t}1((j,t) \in B_{i,k} \cap \Gamma)] \\
+ E[1(D_{j-1,l} < D_{j-1,l-1})] \\
\cdot E[\bar{I}_{j,t}1((j,t) \in B_{i,k} \cap \Gamma^c)].
\]

(30)

where the last step above follows from (28).

Examining now the two terms on the RHS of (30) separately, starting with the first term. First, note that $\bar{I}_{j,t}$ is 0 w.p. 1. Hence the conditional expectation in the second term is dominated by $E[1(D_{j-1,l} < D_{j-1,l-1})]$. By virtue of Lemma 1 this, in turn, is smaller than $K_{i,j}^2(\Delta \theta)^2$. It follows from a straightforward application of the dominated convergence theorem (e.g., see [5]) that the second term is of order $o(\Delta \theta^2)$.

Turning our attention to the first term, we next argue that the random variables $1((j,t) \in B_{i,k})$ and $\bar{I}_{j,t}$ are conditionally independent on the event $(j,t) \in \Gamma$ given $z_{j-1,l}$. More precisely we will show that
\[
E[1((j,t) \in B_{i,k} \cap \Gamma)|z_{j-1,l}] \\
= 1((j,t) \in \Gamma)E[1((j,t) \in B_{i,k})|z_{j-1,l}].
\]

(31)

To this end it will be helpful to think of the network as a continuous-time Markov process. Let $X_{i}(t)$ denote the number of customers in node $i$ at time $t$ and $X(t) := (X_{1}(t), \ldots, X_{m}(t))$. Similarly, $S^{*}(t)$ is the residual service time of the customer present in node $i$ at time $t$ (with $S^{*}(t) = 0$ when node $i$ is idle) and $S(t) := (S^{*}(t), \ldots, S^{*}(t))$. Then $\xi(t) = (X(t), S^{*}(t))$, the vector of queue lengths and residual service times at time $t$, is a continuous time Markov process. We will denote by $F_{t}^{\xi} := \sigma - \{\xi(u); 0 \leq u \leq t\}$ the history of the Markov process up to time $t$. Observe the following.

a) When $(j,t) \in \Gamma$, then the next event after $D_{j-1,l}$ is $D_{j-1,l-1}$ and thus $z_{j-1,l}$ is in this case the history of $X(t)$ up to $D_{j-1,l-1}$ together with $X(D_{j-1,l-1})$ and $S^{*}(D_{j-1,l-1})$. Thus, when $(j,t) \in \Gamma$, the full state of the Markov process at time $D_{j-1,l-1}$ belongs to $z_{j-1,l}$, i.e.,
\[
\xi(D_{j-1,l}) \in z_{j-1,l} \subset F_{D_{j-1,l}}^{\xi}.
\]

(32)

b) Recalling the definition of $\bar{I}_{j,t}$ in (9), we see that it clearly depends only on events that have occurred up to time $D_{j-1,l}$ and on the length of the idle period ending at time $D_{j-1,l-1}$, i.e., it depends only on events up to time $D_{j-1,l-1}$, so that
\[
\bar{I}_{j,t} \in F_{D_{j-1,l-1}}^{\xi}.
\]

(33)
c) The event \( \{(j, l) \in B_{i,k}\} \) is determined from the segment of the sample path of \( X(t) \) between \( D_{j,l} \) and \( D_{i,k} \). (Recall the construction of \( B_{i,k} \): We start with the event \( e_{i,k} \), and, going backward, find the event that induces it, then the one that induces that, and so forth.) Going backward in this fashion we can determine whether \( (j, l) \) belongs to \( B_{i,k} \) or not from the information in \( \sigma = \{ \{ X(u); D_{j,l} \leq u \leq D_{i,k} \} \} \). Therefore

\[
1\{(j, l) \in B_{i,k}\} \in \sigma - \{ X(u); D_{j,l} \leq u \leq D_{i,k} \}
\]

since \( D_{j,l-1} < D_{j,l} \).

d) \( D_{j,l-1} \) is clearly a stopping time with respect to \( \mathcal{F}_t \).

Based on a), b), c), d), and the strong Markov property, we can then see that, given \( z_{j-1, l}, I_{j,l} \) and \( 1\{(j, l) \in B_{i,k}\} \) are conditionally independent on \( \Gamma \) [e., (31) holds]. First, given \( z_{j-1, l} \), we know \( \xi(D_{j,l-1}) \). Second, \( \{(j, l) \in B_{i,k}\} \) is an event that depends on the future of the process, after \( D_{j,l-1} \). Finally, \( I_{j,l} \) depends on the evolution of the sample path of \( X(t) \) up to \( D_{j,l-1} \). Hence (31) follows from the fact that the future is conditionally independent from the past, given the present state \( \xi(D_{j,l-1}) \).

Next, to keep notation manageable, set

\[
X_{j,l} = \frac{1}{2} g_{j,l}(0[z_{j-1, l}]) \left( [Y_{j,l}]^+ \right)^2
\]

and recall Lemma 3 to write

\[
E[I_{j,l} 1((j, l) \in B_{i,k} \cap \Gamma)[z_{j-1, l}]] = X_{j,l} \Delta \theta^2 + o(\Delta \theta^2)
\]

where \( X_{j,l} \) belongs to \( z_{j-1, l} \). This in turn yields

\[
E[I_{j,l} 1((j, l) \in B_{i,k} \cap \Gamma)[z_{j-1, l}]] = 1((j, l) \in \Gamma) E[I_{j,l} 1((j, l) \in B_{i,k})[z_{j-1, l}]] X_{j,l} \Delta \theta^2 + o(\Delta \theta^2)
\]

Therefore, returning to (25) and combining all of the above results

\[
E \sum_{(j, l) \in B_{i,k}} I_{j,l} 1(D_{j,l-1} < D_{j,l-1})
\]

Similarly, we can show that

\[
E \sum_{(j, l) \in B_{i,k}} I_{j,l} 1(D_{j,l-1} > D_{j,l-1})
\]

which completes the proof.

We are now in a position to obtain the desired first- and second-derivative estimators. Using Assumption A.3 and the dominated convergence theorem, (24) can be written as

\[
E[D_{i,k}] = E \left[ \sum_{(j, l) \in B_{i,k}} \frac{\partial}{\partial \theta} S_{j,l} \right] \Delta \theta^2 + \frac{1}{2} \left( \sum_{(j, l) \in B_{i,k}} \frac{\partial^2}{\partial \theta^2} S_{j,l} \right) + \sum_{(j, l) \in Q_{i,k}} g_{j,l}^W(0[z_{j,l}]) \left( \left[ Y_{j,l}^W \right]^+ \right)^2 \Delta \theta^2 + o(\Delta \theta^2)
\]

From the expression above, letting \( (i, k) = (N, 1) \) and recalling (7), we obtain the following estimator for the first-order derivative of \( \bar{D} \)

\[
\left[ \frac{\partial \bar{D}}{\partial \theta} \right]_{\text{est.}} = \frac{1}{N} \lim_{\Delta \theta \to 0} \frac{1}{\Delta \theta} \sum_{(j, l) \in F_{N,1}} \Delta_{j,l} - \frac{1}{N} \sum_{(j, l) \in P_{N,1}} \frac{\partial}{\partial \theta} S_{j,l} \Delta \theta
\]

Thus, we have recovered the standard IPA first-derivative estimator for this type of network (e.g., [7]).

Similarly, our second-order derivative estimator of \( \bar{D} \) is given by

\[
\left[ \frac{\partial^2 \bar{D}}{\partial \theta^2} \right]_{\text{est.}} = \frac{2}{N} \lim_{\Delta \theta \to 0} \frac{1}{\Delta \theta^2} \sum_{(j, l) \in F_{N,1}} \Delta_{j,l}^2 - \sum_{(j, l) \in P_{N,1}} \frac{\partial^2}{\partial \theta^2} S_{j,l} \Delta \theta
\]

From the expression above, letting \( (i, k) = (N, 1) \) and recalling (7), we obtain the following estimator for the first-order derivative of \( \bar{D} \)

\[
\left[ \frac{\partial \bar{D}}{\partial \theta} \right]_{\text{est.}} = \frac{1}{N} \sum_{(j, l) \in F_{N,1}} \Delta_{j,l} - \frac{1}{N} \sum_{(j, l) \in P_{N,1}} \frac{\partial}{\partial \theta} S_{j,l} \Delta \theta
\]

Thus, we have recovered the standard IPA first-derivative estimator for this type of network (e.g., [7]).

Similarly, our second-order derivative estimator of \( \bar{D} \) is given by

\[
\left[ \frac{\partial^2 \bar{D}}{\partial \theta^2} \right]_{\text{est.}} = \frac{2}{N} \lim_{\Delta \theta \to 0} \frac{1}{\Delta \theta^2} \sum_{(j, l) \in F_{N,1}} \Delta_{j,l}^2 - \sum_{(j, l) \in P_{N,1}} \frac{\partial^2}{\partial \theta^2} S_{j,l} \Delta \theta
\]
It readily follows from Theorem 1 that the two derivative estimators above are indeed unbiased.

It is worth pointing out that in the second and third terms of (37) above, not all \((j, l)\) belonging to the critical even sets \(Q_{\pi, l}\) and \(R_{\pi, l}\) contribute to the estimator. This is because the corresponding differences in the \([.]^+\) in these terms may be negative. As an example, consider the two-node two-customer system of Fig. 1, where it is easy to check that \(Q_{\pi, 1} = \{(4, 2), (7, 1)\}\). However, only \((4, 2)\) has a nonzero contribution in the second term of (37), whereas for \((j, l) = (7, 1)\) we get

\[
- \sum_{(q, l) \in P_{\pi, 2}} \frac{\partial}{\partial \theta} S_{q, l} + \left( \frac{\partial}{\partial \theta} S_{q, l}^+ \right)^2 = 0.
\]

An explicit algorithm for implementing the second-order derivative estimator above is provided in the next section.

**IV. THE ESTIMATION ALGORITHM**

Although the expression for the second-derivative estimator in (37) is rather complicated, we will present in this section an algorithm for implementing both first- and second-derivative estimators which is quite simple.

We begin with the first-derivative estimator in (36). Defining

\[
L_1(i, k) = \sum_{(j, l) \in P_{i, k}} \frac{\partial}{\partial \theta} S_{j, l},
\]

we have

\[
\left[ \frac{\partial}{\partial \theta} D \right]_{\text{est}} = \frac{1}{N} L_1(N, 1).
\]

Now, let \(e_{i_1, k_1}\) be the event that induces \(e_{i, k}\). From the definition of \(B_{i, k}\) in Section III-B, we know that

\[
B_{i, k} = B_{i_1, k_1} \cup \{(i, k)\}; \quad P_{i, k} = P_{i_1, k_1} \cup \{(i, k)1(k = 1)\}
\]

where we agree to let \(\{(i, k)1(k = 1)\}\) be the empty set if \(1(k = 1) = 0\). Therefore, we have the following iterative scheme for obtaining \(L_1(i, k)\) from \(L_1(i_1, k_1)\):

\[
L_1(i, k) = \sum_{(j, l) \in P_{i, k} \cup \{(i, k)1(k = 1)\}} \frac{\partial}{\partial \theta} S_{j, l},
\]

\[
= L_1(i_1, k_1) + 1(k = 1) \frac{\partial}{\partial \theta} S_{i, k}.
\]

We can obtain a similar iterative scheme for the second derivative. Define

\[
L_2(i, k) = N \left[ \frac{\partial^2}{\partial \theta^2} D(\theta) \right]_{\text{est}}
\]

and

\[
L_1^*(i, k) = \sum_{(j, l) \in P_{i, k}} \frac{\partial}{\partial \theta} S_{j, l} + \frac{\partial}{\partial \theta} S_{i, k}^2
\]

\[
= L_1(i_1, k_1) + 1(k = 1) \frac{\partial}{\partial \theta} S_{i, k}^2.
\]

Then, from the definition of \(L_1(i, k)\) in (38), we have

\[
L_2(i, k) = \sum_{(j, l) \in P_{i, k}} \frac{\partial^2}{\partial \theta^2} S_{j, l}
\]

\[
+ \sum_{(j, l) \in Q_{\pi, l}} g_{l+1, l}(0[z_{j, l+1}]) [L_1(j, l+1) - L_1(j, l)]^2 + \sum_{(j, l) \in R_{\pi, l}} g_{l+1, l}(0[z_{j, l+1}]) [L_1(j, l) - L_1(j+1, l)]^2.
\]

The last expression above corresponds to the following three cases.

**Case 1:** \(D_{i-1, k} > D_{i, k-1}\) and no event occurs during the waiting time of customer \(C_{i, k}\), i.e., during the time interval \((D_{i-1, k}, D_{i, k-1})\).

It follows from the definition of \(Q_{\pi, k}^*\) and \(R_{\pi, k}^*\) that (42) yields:

\[
L_2(i, k) = L_2(i_1, k_1) + 1(k = 1) \frac{\partial^2}{\partial \theta^2} S_{i, k}
\]

\[
+ \sum_{(j, l) \in Q_{\pi, l}} g_{l+1, l}(0[z_{j, l+1}]) [L_1(j, l+1) - L_1(j, l)]^2 + \sum_{(j, l) \in R_{\pi, l}} g_{l+1, l}(0[z_{j, l+1}]) [L_1(j, l) - L_1(j+1, l)]^2.
\]

**Case 2:** \(D_{i-1, k} \leq D_{i, k-1}\) and no event occurs during the idle period at node \(k\), i.e., during the time interval \((D_{i-1, k}, D_{i, k-1})\). Then

\[
L_2(i, k) = L_2(i_1, k_1) + 1(k = 1) \frac{\partial^2}{\partial \theta^2} S_{i, k}
\]

\[
+ \sum_{(j, l) \in Q_{\pi, l}} g_{l+1, l}(0[z_{j, l+1}]) [L_1(j, l+1) - L_1(j, l)]^2 + \sum_{(j, l) \in R_{\pi, l}} g_{l+1, l}(0[z_{j, l+1}]) [L_1(j, l) - L_1(j+1, l)]^2.
\]

**Case 3:** Otherwise

\[
L_2(i, k) = L_2(i_1, k_1) + 1(k = 1) \frac{\partial^2}{\partial \theta^2} S_{i, k}.
\]

Using (39) and the three cases in (42), we have the following.
First and Second Derivative Estimation Algorithm

1) Initialize: $L_1(i, k) := 0, L_2(i, k) := 0, L_3(i, k) := 0$, for $k = 1, \ldots, n$.

2) At each (departure) event $e_{i,k}$ induced by $e_{i,k}$:
   a) $L_1(i, k) := L_1(i, k) + \frac{\partial}{\partial \theta} S_{i,1}$
   b) $L_2(i, k) := L_2(i, k) + \frac{\partial^2}{\partial \theta^2} S_{i,1}$
   c) $L_3(i, k) := L_3(i, k) + \frac{\partial^3}{\partial \theta^3} S_{i,1}$

3) If $D_{i-1,k} > D_{i,k-1}$ and no event has occurred in $(D_{i,k-1}, D_{i-1,k})$ (i.e., if $C_i,k$ had to wait and no event occurred in the network during the idle period in node $k$ preceding his arrival)
   $L_2(i, k) := L_2(i, k) + g_{i,k-1}^W(0|z_{i,k-1})$ \cdot \left( [L_1(i-1, k) - L_2(i,k-1)]^2 \right)^2.

4) If $D_{i-1,k} \leq D_{i,k-1}$ and no event has occurred in $(D_{i-1,k}, D_{i-1,k})$ (i.e., if $C_i,k$ did not have to wait and no event occurred in the network during the idle period in node $k$ preceding his arrival)
   $L_2(i, k) := L_2(i, k) + g_{i,k-1}^W(0|z_{i-1,k})$ \cdot \left( [L_1(i-1, k) - L_2(i,k-1)]^2 \right)^2.

5) If $N$ events have occurred at node 1, stop and set
   $L_1(N, 1) := \frac{1}{N} \sum_{i=1}^{N} L_1(i, N), L_2(N, 1) := \frac{1}{N} \sum_{i=1}^{N} L_2(i, 1)$.

The calculations of $g_{i,k-1}^W(0|z_{i,k-1})$ and $g_{i-1,k}(0|z_{i-1,k})$ whenever required in the algorithm for a particular $(j,l)$, are carried out by using (17) and (18). Observe, however, that the expressions for these conditional densities are predetermined off-line. They may be quite complicated, but, once available, these on-line calculations are simply a matter of evaluating given expressions for specific numerical values of observed quantities such as customer waiting times. As available, these on-line calculations are simply a matter of techniques (e.g., see [26, Sect. 111].

V. SIMULATION RESULTS

Here we present numerical results obtained by applying the algorithm of Section IV to two different serial closed-queueing networks. The first simulation experiment was conducted for a network with exponential service times to compare the output of our algorithm with analytical results. The second experiment was conducted for a network with hyperexponential service times ($H_2$). In this case, we compare our estimators with “brute force” simulation results, i.e., finite-difference estimators for a given value of $H_2$. Finally, $\frac{D'(\theta)}{}$ and $\frac{D''(\theta)}{}$ represent the first and second derivatives with respect to parameter $\theta$. The 95% confidence intervals included were obtained from a batch of 25 simulation runs in each case. Additional numerical results may be found in [2].

Case 1: Exponential system with three nodes and five customers.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$D$</th>
<th>$D'(\theta)$</th>
<th>$D''(\theta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10^4</td>
<td>1.40000</td>
<td>1.40357</td>
<td>0.46667</td>
</tr>
<tr>
<td>10^4</td>
<td>1.40000</td>
<td>1.39952</td>
<td>0.46667</td>
</tr>
<tr>
<td>10^4</td>
<td>1.40000</td>
<td>1.40015</td>
<td>0.46667</td>
</tr>
<tr>
<td>10^4</td>
<td>1.40000</td>
<td>1.40015</td>
<td>0.46667</td>
</tr>
</tbody>
</table>

with corresponding parameters:

<table>
<thead>
<tr>
<th>case</th>
<th>$1/\mu_1$</th>
<th>$1/\mu_2$</th>
<th>$1/\mu_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>1.00</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Case 2: $H_2$ system with three nodes and three customers.

In this system, the service time at each node is $H_2$, with service time distributions $f_1(x) = \alpha_1 e^{-\mu_1x} + (1 - \alpha_1) e^{-\mu_2x}, f_2(x) = \beta_2 e^{-\lambda_2x} + (1 - \beta) e^{-\lambda_1x}$ and $f_3(x) = \gamma_1 e^{-\mu_1x} + (1 - \gamma) e^{-\mu_2x}$ respectively. Here,
we chose \( \theta = 1/\mu_1 \) and \( \Delta \theta = 0.02 \).

Table I provides experimental results for one of the systems considered in the previous section.

\section*{VI. DERIVATIVE ESTIMATORS OF MEAN DELAYS}

One interesting performance metric for serial closed networks is the mean delay over several nodes. For simplicity, we will only show how to use our results from Section III to obtain first- and second-derivative estimators of mean delays over a single node. Mean waiting times can of course be handled similarly. The extension to mean delays over several nodes is straightforward.

For an \( m \)-node \( n \)-customer network, denoting the delay experienced by the \( i \)th customer at node \( k \) by \( T_{i,k} \), we have

\[
T_{i,k} = D_{i,k} - D_{i,k-1}
\]

\[
T_{i,k}^p = D_{i,k}^p - D_{i,k-1}^p.
\]

Therefore

\[
\Delta T_{i,k} = T_{i,k}^p - T_{i,k} = \Delta D_{i,k} - \Delta D_{i,k-1}.
\]

Now, for \( N \) customers served at node \( k \), define

\[
\bar{T}_N = \frac{1}{N} \sum_{i=1}^{N} T_{i,k}.
\]
to provide estimates of entire response surfaces of DEDS with respect to various parameters. As recently shown in [18], Padé approximants of various performance metrics can be remarkably accurate based on first- and second-derivative information alone (compared to polynomial approximations whose accuracy is inherently limited as discussed in [18]). The benefit here is obvious, since this approach requires only observation of a single sample path (e.g., one simulation run) with some additional computational effort for first- and second-derivative estimation to determine an entire response curve; this is in contrast to an approach based on multiple sample path observations.

In this section, we will generate the response curve of the mean interdeparture time through a Padé approximation based on the results of Section III. Since the throughput is the inverse of the mean interdeparture time, this is equivalent to obtaining the response curve of the throughput with respect to the mean of one of the service time distributions of our system. Before doing so, we give a brief description of the Padé approximation as it applies to our problem (for a detailed description, see [1] and [18]).

Suppose that the function $J(\theta)$ can be written as a power series

$$ J(\theta) = \sum_{i=0}^{\infty} c_i \theta^i. $$

Let $L, M$ be two integers. Then a $[L/M]$ Padé approximant to $J(\theta)$ can be expressed as a rational function

$$ [L/M] = \frac{P_L(\theta)}{Q_M(\theta)} $$

where $P_L(\theta) = a_0 + a_1 \theta + \ldots + a_L \theta^L$ and $Q_M(\theta) = b_0 + b_1 \theta + \ldots + b_M \theta^M$, and $a_0, a_1, \ldots, a_L$ and $b_1, b_2, \ldots, b_M$ are coefficients to be determined ($b_0$ is always set to one).

The important requirement for $[L/M]$ is that the first $L + M + 1$ coefficients of its Taylor expansion agree with those of $J(\theta)$. When the first $L + M + 1$ coefficients of $J(\theta), c_0, c_1, \ldots, c_{L+M+1}$, are given through the derivatives of $J(\theta)$ with respect to $\theta$, the coefficients $a_0, a_1, \ldots, a_L$ and $b_1, b_2, \ldots, b_M$ can be determined through the following two sets of equations (see [1] for details):

$$
\begin{pmatrix}
  c_{L-M+1} & c_{L-M+2} & \ldots & c_L \\
  c_{L-M+2} & c_{L-M+3} & \ldots & c_{L+1} \\
  \vdots & \vdots & \ddots & \vdots \\
  c_L & c_{L+1} & \ldots & c_{L+M-1} \\
\end{pmatrix}
\begin{pmatrix}
  b_0 \\
  b_1 \\
  \vdots \\
  b_{M-1} \\
\end{pmatrix}
= \begin{pmatrix}
  c_{L+1} \\
  c_{L+2} \\
  \vdots \\
  c_{L+M} \\
\end{pmatrix}
$$

and

$$ a_0 = c_0, 
\vdots 
 a_1 = c_1 + b_1 c_0, 
\vdots $$

Thus, for a fixed number of given derivatives of $J(\theta)$, say $T$ derivatives, we can always choose some $L$ and $M$ such that $T = L + M$ and determine $a_0, a_1, \ldots, a_L$ and $b_1, b_2, \ldots, b_M$ through (44) and (45).

In Fig. 3, we show the response curve of the mean interdeparture time at node 1 with respect to the mean service time in a two-node two-customer system. The service times of both nodes are exponentially distributed with mean 1.

In general, the more derivatives we can provide, the more accurate the approximation becomes. In our system, we have seen that estimating higher than second derivatives becomes very involved. However, we have found that first- and second-derivative estimates alone provide excellent approximations for a large range of parameter values around a nominal point.

We will now derive a Padé approximant for $D(\theta)$ based on $D(\theta_1)_{est.}$, $D'(\theta_1)_{est.}$, and $D''(\theta_1)_{est.}$, the estimates of the mean interdeparture time and its first two derivatives obtained from a single sample path observed under $\theta = \theta_1$ (where $\theta$ is the mean service time at node one). Since we know that the mean interdeparture time approaches the mean service time as $\theta \to \infty$, i.e.,

$$\lim_{\theta \to \infty} [D(\theta) - \theta] = 0$$

instead of approximating $D(\theta)$ we will approximate $[D(\theta) - \theta]$. In view of this observation, we derive a $[0/2]$ $(L = 0$ and $M = 2)$ Padé approximant. Let

$$ c_0 = D(\theta_1)_{est.} - \theta_1 
 c_1 = D'(\theta_1)_{est.} - 1
 c_2 = \frac{1}{2} D''(\theta_1)_{est.}. $$

By applying (44) and (45), we can solve for $a_0, b_1,$ and $b_2$ to get

$$ [D(\theta) - \theta]_{est.} = \frac{c_0^2 - c_0 c_1 (\theta - \theta_1) + (c_1^2 - c_0 c_2)(\theta - \theta_1)^2}{c_0^2} $$

Therefore,

$$ [D(\theta)]_{approx} = \theta + 2[D(\theta_1)_{est.} - \theta_1]^2 [2(D(\theta_1)_{est.} - \theta_1)^2 - 2(D(\theta_1)_{est.} - \theta_1)(D'(\theta_1)_{est.} - 1)(\theta - \theta_1) + (2(D'(\theta_1)_{est.} - 1)^2 - 2(D''(\theta_1)_{est.} - \theta_1)(\theta - \theta_1)^2]^{-1} $$

which is the Padé approximant.

In the results of Section V, we have included both a Padé approximation and a polynomial approximation. It can be
seen from this figure that the Padé approximation is virtually indistinguishable from the curve representing the analytically evaluated mean interdeparture time. The accuracy of the polynomial approximation, on the other hand, is limited to a small range of values around the nominal point ($\theta = 1$). In Fig. 4, we have substantially enlarged part of Fig. 3 to further show that it is in fact difficult to find an error in the Padé approximation compared to the analytically obtained curve.
VIII. CONCLUSIONS AND FUTURE WORK

We have considered a serial closed-queueing network with arbitrary service time distributions and derived an unbiased second-derivative estimator of the throughput over \( N \) customers served at some node with respect to a parameter of the service distribution at that node. Our approach is based on observing a single sample path of this system and evaluating all second-order effects on interdeparture times as a result of the parameter perturbation. We then define an estimator as a conditional expectation over appropriate observable quantities, as in smoothed perturbation analysis (SPA). Along the way, we have also recovered the first-derivative estimator of the throughput which can also be derived using other techniques (e.g., [7]). Our results are easily extended to the second derivative of the mean delay of customers between any two points in the network, as shown in Section VI.

Along the way, our analysis has provided some new insights regarding the type of sample path information we need to condition on to estimate higher-order performance derivatives. As seen in Section IV, even though the derivation of the second-order derivative estimator is fairly elaborate, the actual algorithm for its on-line implementation is relatively simple.

As mentioned in the introduction, a major motivation for this work is the possibility of using the first and second derivatives of performance metrics of complex DEDS to construct a global response surface. Recent developments exploiting Padé approximation techniques [18] have made this possibility very real. Our results in Section VII indicate that the entire throughput response surface of a serial closed-queueing network can be constructed with remarkable accuracy using only the first- and second-derivative estimates we have developed. Moreover, we believe that the basic approach presented here may be extended to more complex network topologies which is the subject of ongoing research.

Finally, establishing the consistency of the estimators we have derived remains the subject of future research. Nonetheless, it has been shown by direct computation (see [2]) that consistency holds for two-node cyclic Markovian networks in which case second derivatives of the throughput at steady state can be analytically obtained.

APPENDIX

PROOFS OF THE LEMMAS

Before proceeding with the proof of Lemma 1, we need the following result regarding the conditional density of the idle period \( I_{j,l} \) (respectively, waiting time \( W_{j,l} \)) for noncritical \((j,l)\), i.e., \((j,l) \notin Q^*_t, k\) (respectively, \((j,l) \notin R^*_t, k\)), as defined in Section III-C.

Lemma 4:

1) Suppose that an idle period immediately follows a departure at node \( l \) at time \( D_{j=l-1} \). If \( e_{j,l-1} \) is not the next event to occur, then

\[
g_{j,l}^{I}(0|\Lambda_{j,l-1}) = \lim_{x \to 0} \frac{1}{x} P(I_{j,l} \leq x|\Lambda_{j,l-1}) = 0. \tag{47}
\]

2) Suppose that the customer \( C_{j,l} \) upon arrival at node \( l \) at time \( D_{j,l} \) finds the server busy. If \( e_{j,l-1} \) is not the next event to occur, then

\[
g_{j,l}^{W}(0|\Lambda_{j,l-1}) = \lim_{x \to 0} \frac{1}{x} P(W_{j,l} \leq x|\Lambda_{j,l-1}) = 0. \tag{48}
\]

Proof: We only give the proof of 1). The arguments for 2) are identical. First, suppose that node \( l - 1 \) is busy. In that case, \( I_{j,l} = S^a_{l-1}(D_{j=l}) \), the residual service time of the upstream server at the beginning of the idle period. Then

\[
P(I_{j,l} \leq x|\Lambda_{j,l-1}) = P(S^a_{l-1}(D_{j=l}) \leq x) = \mathcal{M}(D_{j=l}) \cap \{S^a_q(D_{j=l}); q \in \mathcal{M}(D_{j=l}) \}
\]

where, as usual, \( \mathcal{M}(D_{j,l}) \) denotes the survivor function of the distribution \( F_q \), we obtain via a straightforward computation (similar to one found in [14]) expression (50), shown at the bottom of the page, for the conditional distribution of \( I_{j,l} \).

Keeping in mind that conditioned on \( \mathcal{M}(D_{j,l}) \), \( \{S^a_q(D_{j,l}); q \in \mathcal{M}(D_{j,l}) \} \) are independent random variables, we obtain

\[
\left\{ \frac{F_q(S^a_q(D_{j,l} + x))}{F_q(S^a_q(D_{j,l}))}; q \in \mathcal{M}(D_{j,l}) \right\}
\]

where, as usual, \( \overline{F_q} \equiv 1 - F_q \) denotes the survivor function of the distribution \( F_q \), we obtain via a straightforward computation (similar to one found in [14]) expression (50), shown at the bottom of the page, for the conditional distribution of \( I_{j,l} \).

Hence the conditional distribution of \( I_{j,l} \) is obviously absolutely continuous with density \( g_{j,l}^{I}(x|\Lambda_{j,l-1}) \) obtained by differentiating (50) w.r.t. \( x \). Then, an application of the mean value theorem yields

\[
\frac{1}{x} P(I_{j,l} \leq x|\Lambda_{j,l-1}) = g_{j,l}^{I}(\xi|\Lambda_{j,l-1})
\]

for some \( \xi \in [0,x] \). Then, since \( g_{j,l}^{I}(0|\Lambda_{j,l-1}) = 0 \) (the term inside the square brackets in the numerator of (50) vanishes

\[
P(I_{j,l} \leq x|\Lambda_{j,l-1}) = \frac{\int_0^x f_{l-1}(S_{l-1}^a(D_{j,l}) + u) \left[ 1 - \prod_{q \in \mathcal{M}(D_{j,l})} \frac{F_q(S^a_q(D_{j,l}) + u)}{F_q(S^a_q(D_{j,l}))} \right] du}{\int_0^\infty f_{l-1}(S_{l-1}^a(D_{j,l}) + u) \left[ 1 - \prod_{q \in \mathcal{M}(D_{j,l})} \frac{F_q(S^a_q(D_{j,l}) + u)}{F_q(S^a_q(D_{j,l}))} \right] du} \tag{50}
\]
for \( u = 0 \)), taking the limit as \( x \to 0 \) in the above display establishes part 1) of the lemma when the upstream node is busy.

To complete the proof we need to also examine the possibility that the upstream node \( l - 1 \) is idle. Suppose then that at time \( D_{j-1,l} \) the first \( a \) upstream nodes, \( l - 1, \ldots, l - a \), are idle, where \( 1 \leq a \leq m - 1 \). In that case, \( P(I_{j,t} \leq x|\Lambda_{j-1,t}) \) is given by the convolution of the distribution of the residual service time at node \( l - a - 1 \) with the distributions of the service times at the intervening nodes, \( l - a, \ldots, l - 1 \), of which have hazard rates bounded above by \( \gamma \) by Assumption A.4. Hence

\[
P(I_{j,t} \leq x|\Lambda_{j-1,t}) = \frac{(\gamma x)^{a+1}}{(a+1)!} e^{-\gamma x}
\]

from which the lemma statement follows immediately since \( a \geq 1 \).

We can now proceed with the proof of Lemma 1 in Section III-E

Proof of Lemma 1: We only give the proof of 1), since 2) is obtained by identical arguments. From the definitions of \( \Delta_j \) and \( T_{j,l} \) in (11) and (12), respectively, in conjunction with Assumption A.2 and the fact that \( \gamma_{q,r} \leq D_{j-1,l} \) for any \( (q,r) \in B_{j,l} \), we obtain the following inequalities:

\[
\begin{align*}
|\Delta_j| & \leq 2(j + n)c_1\Delta \theta + 2c_2D_{j-1,l}\Delta \theta \quad (51) \\
|T_{j,l}| & \leq 4(j + n)c_1\Delta \theta + 4c_2D_{j-1,l}\Delta \theta. \quad (52)
\end{align*}
\]

Then, since \( I_{j,t} = D_{j-1,l} - D_{j-1,t} \), we get

\[
I_{j,t} = [\Delta_j + T_{j,l} - I_{j,t}]^+ \\
\leq 6(j + n)c_1\Delta \theta + 6c_2D_{j-1,l}\Delta \theta - (1 - 6c_2\Delta \theta)I_{j,t}
\]

Moreover, since \( [x - y]^+ \leq x1(y \leq x) \), for \( x, y \geq 0 \)

\[
I_{j,t} \leq \Delta \theta(6(j + n)c_1 + 6c_2D_{j-1,l}) \\
\cdot 1\left(I_{j,t} \leq \frac{6(j + n)c_1 + 6c_2D_{j-1,l}}{1 - 6c_2\Delta \theta}\Delta \theta \right).
\]

Since \( D_{j-1,l} \) belongs to \( \Lambda_{j-1,l} \), taking conditional expectations in the above expression gives

\[
E[I_{j,t}|\Lambda_{j-1,l}] \\
\leq \Delta \theta(6(j + n)c_1 + 6c_2D_{j-1,l}) \\
\cdot P\left(I_{j,t} \leq \frac{6(j + n)c_1 + 6c_2D_{j-1,l}}{1 - 6c_2\Delta \theta}\Delta \theta|\Lambda_{j-1,l}\right).
\]

Letting

\[
x(\Delta \theta) := \frac{6(j + n)c_1 + 6c_2D_{j-1,l}}{1 - 6c_2\Delta \theta}\Delta \theta
\]

and dividing both sides of the above inequality by \( \Delta \theta^2 \), we obtain

\[
\frac{1}{\Delta \theta^2}E[I_{j,t}|\Lambda_{j-1,l}] \\
\leq \left(\frac{6(j + n)c_1 + 6c_2D_{j-1,l}}{1 - 6c_2\Delta \theta}\right)^2 \cdot P\left(I_{j,t} \leq x(\Delta \theta)|\Lambda_{j-1,l}\right) \\
(6(j + n)c_1 + 6c_2D_{j-1,l})^2 \cdot 1\left(I_{j,t} \leq \frac{6(j + n)c_1 + 6c_2D_{j-1,l}}{1 - 6c_2\Delta \theta}\Delta \theta \right) \\
\cdot P\left(I_{j,t} \leq x(\Delta \theta)|\Lambda_{j-1,l}\right)
\]

for some \( \xi \in [0, x(\Delta \theta)] \). Note that \( g'(\xi|\Lambda_{j-1,l}) \leq c' \) for some constant (this immediately follows from (50), where differentiating to obtain \( g'(\xi|\Lambda_{j-1,l}) \) gives a numerator bounded by \( \gamma \) by Assumption A.4 and a denominator which is some constant). Since, in addition, \( E[D_{j-1,l}^2] < \infty \), setting

\[
K_{j,t} = \frac{(6(j + n)c_1 + 6c_2D_{j-1,l})^2}{(1 - 6c_2\Delta \theta)}g'\left(\xi|\Lambda_{j-1,l}\right)
\]

completes the proof.

Proof of Lemma 2: We examine only the idle period case in detail, as the waiting time case is similar. We begin with the observation that necessarily \( l - 1 \in M(D_{j-1,l}) \), i.e., the node immediately preceding node \( l \) must be busy at time \( D_{j-1,l} \). Hence, the idle period of length \( I_{j,t} \) is the residual service time of the customer in the upstream node, \( l - 1 \), at time \( D_{j-1,l} \), defined as \( S_{l-1}(D_{j-1,l}) \). Equivalently, we write

\[
I_{j,t} = S_{l-1}(D_{j-1,l}) - S_{p,q}(D_{j-1,l}).
\]

Because of the independence assumptions regarding the service processes at the nodes of the network, the relevant part of \( z_{j-1,i} \) is the set of active nodes, \( M(D_{j-1,l}) \), the ages of the service processes at the active nodes given by \( \{S_p^q(D_{j-1,l})|q \in M(D_{j-1,l})\} \), the identity of the next event, and the residual service times at the end of the idle period \( I_{j,t} \), \( \{S_p^q(D_{j-1,l})|q \in M(D_{j-1,l})\} \).

Under the assumption of the lemma, \( e_{j,l-1} \) is the next event, i.e., no events occur during the idle period \( I_{j,t} \). This translates into the condition

\[
S_{l-1}(D_{j-1,l}) = S_{p,q}^q(D_{j-1,l}) \\
= S_q(D_{j-1,l}) - S_p^q(D_{j-1,l}) - S_q^q(D_{j-1,l}) \quad \text{for all } q \in M(D_{j-1,l}) \{l - 1\}
\]

where \( S_q(D_{j-1,l}) - S_p^q(D_{j-1,l}) \) is the residual service time at node \( q \) at the beginning of the idle period, and \( S_q^q(D_{j-1,l}) \) is the residual service time at node \( q \) at the end of the idle period.

Denoting by \( g^I(\cdot |z_{j-1,i}) \) the conditional density of \( I_{j,t} \), we then have

\[
g^I(x|z_{j-1,i}) dx \\
= \frac{\alpha P(S_{l-1}(D_{j-1,l}) - S_{p,q}^q(D_{j-1,l}) \in dx} \\
S_q(D_{j-1,l}) - S_p^q(D_{j-1,l}) - S_q^q(D_{j-1,l}) \in dx \\
q \in M(D_{j-1,l}) \{l - 1\} | S_{l-1}^l(D_{j-1,l}) \}
\]

It is then straightforward to obtain (53), shown at the bottom of the next page.

Taking into account that

\[
S_{p,q}(D_{j-1,l}) = S_{p,q}^q(D_{j-1,l}) + I_{j,t} + S_{p,q}^q(D_{j,t-1}) \\
q \in M(D_{j-1,l})
\]

(53) can be rewritten as (54), shown at the bottom of the next page.

Before proceeding with the proof of Lemma 3, we need the following result stated as Lemma 5.
Lemma 5: Let \( \text{supp} F_1(\cdot; \theta) \) denote the support of \( F_1(\cdot; \theta) \) and \( \Phi_{\Delta \theta} : \text{supp} F_1(\cdot; \theta) \rightarrow \mathbb{R}^+ \) the function \( F_1^{-1}(F_1(\cdot; \theta) + \Delta \theta) \). Keeping \( \theta \) fixed, consider the family \( \{ \Phi_{\Delta \theta}; \Delta \theta \geq 0 \} \).

Then, for any \( \Delta \theta \) fixed, consider the family \( \{ \Phi_{\Delta \theta}; \Delta \theta > 0 \} \) and \( c_{\Delta \theta} : \text{supp} F_1(\cdot; \theta) \rightarrow \mathbb{R}^+ \) the function \( F_1^{-1}(F_1(\cdot; \theta) + \Delta \theta) \) and \( \Phi_{\Delta \theta} : \text{supp} F_1(\cdot; \theta) \rightarrow \mathbb{R}^+ \) the function \( F_1^{-1}(F_1(\cdot; \theta) + \Delta \theta) \).

Proof: Observe first that \( \Phi_{\Delta \theta} \) is the identity map on the support of \( F_1(\cdot; \theta) \) and

\[
\lim_{\Delta \theta \to 0} \Phi_{\Delta \theta}(x) = x \quad \text{for } x \in \text{supp} F_1.
\]

Since \( \Phi_{\Delta \theta}(S + y \Delta \theta) - S = \Phi_{\Delta \theta}(S + y \Delta \theta) - \Phi_{\Delta \theta}(S) + \Phi_{\Delta \theta}(S) - S, \) and

\[
\Phi_{\Delta \theta}(S) - S = \frac{\partial S}{\partial \theta} \quad \text{for all } S \in \text{supp} F_1(\cdot; \theta)
\]

it is enough to show that

\[
\Phi_{\Delta \theta}(S + y \Delta \theta) - \Phi_{\Delta \theta}(S) = y \quad \text{for all } S \in \text{supp} F_1(\cdot; \theta).
\]

Suppose that for some \( x_0, f(x_0; \theta) > 0 \).

Then, in view of the continuity of \( f(x; \theta) \), there exists \( \epsilon \) such that when \( |x - x_0| < \epsilon, \Delta \theta < \epsilon, f(x; \theta + \Delta \theta) > 0 \). Also, (55) implies that there exists \( \delta > 0 \) such that for \( \Delta \theta < \delta, \Phi_{\Delta \theta}(x_0) = x_0 \). From this follows that for \( \Delta \theta < \delta, f(\Phi_{\Delta \theta}(x_0); \theta + \Delta \theta) > 0, \) and hence that for \( x_0 \in \text{supp} F_1(\cdot; \theta) \)

\[
\frac{\partial}{\partial x} \Phi_{\Delta \theta}(x) = \frac{f(x; \theta)}{f(\Phi_{\Delta \theta}(x); \theta + \Delta \theta)} \quad \text{for } \Delta \theta < \delta.
\]

Therefore, from the mean value theorem

\[
1 - \lim_{\Delta \theta \to 0} \frac{\partial}{\partial S} \Phi_{\Delta \theta}(S + y \Delta \theta) - \Phi_{\Delta \theta}(S) = y \quad \text{for } S \in [S, S + y \Delta \theta].
\]

Letting \( \Delta \theta \to 0 \), and invoking the continuity of \( f \) and (55), establishes (56).

We can now provide the proof of Lemma 3.

Proof of Lemma 3: Let us begin by defining

\[
\Delta R \triangleq \sum_{(q,r) \in P_{j-1}} \Delta S_{q,r} - \sum_{(q,r) \in P_{j-1}} \Delta S_{q,r} + \bar{T}_{j,l}.
\]

We will then obtain a limit for \( \Delta R/\Delta \theta \) as \( \Delta \theta \to 0 \).

Since \( D_{j-1,l} \) immediately precedes \( D_{j-1,1} \) we can see from (12) that \( \bar{T}_{j,l} \) belongs to \( z_{j-1,l} \). Moreover, observe in (12) that \( T_{j,l} \) consists of a sum of \( I_{q,r} \) and \( \bar{W}_{q,r} \) terms. Also, \( \bar{W}_{q,r} = [\Delta D_{q,r-1} - \Delta D_{q,r} - W_{q,r}]^+ \) and \( I_{q,r} = \Delta D_{q,r-1} - \Delta D_{q,r} - I_{q,r} \) from (3). In addition, when \( (q,r) \in Q_{j-1,l} \cup Q_{j,1} \), we have \( W_{q,r} > 0 \). Hence

\[
\lim_{\Delta \theta \to 0} \frac{\bar{W}_{q,r}}{\Delta \theta} = \lim_{\Delta \theta \to 0} \left[ \frac{\Delta D_{q,r-1}}{\Delta \theta} - \frac{\Delta D_{q,r}}{\Delta \theta} - \frac{W_{q,r}}{\Delta \theta} \right]^+.
\]

However, w.p. 1, \( \lim_{\Delta \theta \to 0} \Delta D_{q,r} - \Delta \theta = 0 \) and \( \lim_{\Delta \theta \to 0} \Delta D_{q,r} - \Delta \theta = 0 \). In view of the fact that \( W_{q,r} > 0 \) and the continuity of the positive part function \([\cdot]^+\), w.p. 1

\[
\lim_{\Delta \theta \to 0} \frac{1}{\Delta \theta} \bar{W}_{q,r} = 0.
\]

Similarly, for \( (q,r) \in R_{j-1,l} \cup R_{j,1} \), we have \( I_{q,r} > 0 \) and get

\[
\lim_{\Delta \theta \to 0} \frac{1}{\Delta \theta} \bar{I}_{q,r} = 0.
\]

From (12), this establishes that

\[
\lim_{\Delta \theta \to 0} \Delta R/\Delta \theta = \sum_{(q,r) \in P_{j-1}} \frac{\partial S_{q,r}}{\partial \theta} = \sum_{(q,r) \in P_{j-1}} \frac{\partial S_{q,r}}{\partial \theta} \quad \text{w.p. 1}.
\]

Therefore, returning to (57)

\[
\lim_{\Delta \theta \to 0} \Delta R/\Delta \theta = \sum_{(q,r) \in P_{j-1}} \frac{\partial S_{q,r}}{\partial \theta} \quad \text{w.p. 1}.
\]

(59)
Next, combining the definition of \( \Delta_{j,t} \) in (11) with that of \( \Delta R \) in (57), we get

\[
\Delta_{j,t} + \tilde{T}_{j,t} = \Delta R + \Delta S_{j,t-1}.
\]

With the above definitions, we have

\[
E[\hat{I}_{j,t}|z_{j-1},t] = E[(\Delta_{j,t} + \tilde{T}_{j,t} - I_{j,t})|z_{j-1},t]
= \int_0^\infty [\Delta R + \Delta S_{j,t-1} - x] g_{j,t}(x|z_{j-1},t) \, dx.
\]

(60)

We now distinguish two cases.

\textbf{Case 1} - \( l \neq 2 \): In this case, since we have assumed that the parameter \( \theta \) only affects the service distribution of node 1, we have \( \Delta S_{j,t-1} = 0 \) for all \( j = 1, 2, \ldots \), and hence \( \Delta S_{j,t-1}/\Delta \theta = 0 \). Then, with the change of variables \( x = y\Delta \theta \), (60) becomes

\[
E[\hat{I}_{j,t}|z_{j-1},t] = \Delta \theta^2 \int_0^\infty \left[ \frac{\Delta R}{\Delta \theta} - y \right]^+ g_{j,t}(0|z_{j-1},t) \, dy.
\]

(61)

From (57) and Assumption A.2, we can proceed exactly as in (51) and (52) of Lemma 1 and obtain the bound

\[
\frac{\Delta R}{\Delta \theta} \leq 6((j + n)\epsilon_1 + D_{j-1,t})\Delta \theta
\]

(62)

which allows us to apply the dominated convergence theorem

\[
\lim_{\Delta \theta \to 0} \frac{1}{\Delta \theta^2} E[\hat{I}_{j,t}|z_{j-1},t] = \int_0^\infty \left[ \frac{\Delta R}{\Delta \theta} - y \right]^+ g_{j,t}(0|z_{j-1},t) \, dy.
\]

(63)

Finally, observe that since in this case \( \Delta S_{j,t-1}/\Delta \theta = 0 \), (19) reduces to

\[
Y_{j,t} = \sum_{(q,r) \in P_{j-1,t}} \frac{\partial S_{q,r}}{\partial \theta} - \sum_{(q,r) \in P_{j-1,t}} \frac{\partial S_{q,r}}{\partial \theta}.
\]

(64)

This observation, combined with (64) and the fact that for any real \( a \), \( \int_{0}^{b} [a - y]^+ \, dy = \frac{1}{2} (a^+)^2 \), yields from (63)

\[
\lim_{\Delta \theta \to 0} \frac{1}{\Delta \theta^2} E[\hat{I}_{j,t}|z_{j-1},t] = \frac{1}{2} g_{j,t}(0|z_{j-1},t)(Y_{j,t}^+)^2.
\]

(65)

Case 2 - \( l = 2 \): Using the same notation as before, let us set in addition

\[
\Delta S_{j,t-1} = \begin{cases} F_{j-1}^{-1}(F_1(S_{j,1}; \theta) + \Delta \theta), & \text{if } t = 2 \\ 0, & \text{otherwise.} \end{cases}
\]

(66)

Then, using the definition in Lemma 5, and observing that \( S_{j,t-1} = S_{j,t-1}^a + I_{1,t} \) (since \( D_{1,t} \) immediately precedes \( D_{j,t-1} \)), we have

\[
\Delta S_{j,t-1} = \Phi_\Delta \theta(S_{j,t-1}^a + I_{1,t}) - S_{j,t-1}^a - I_{j,t}.
\]

Thus, (60) becomes

\[
E[\hat{I}_{j,t}|z_{j-1},t] = \int_0^\infty [\Delta R + \Phi_\Delta \theta(S_{j,t-1}^a + x) - S_{j,t-1}^a - 2x] g_{j,t}(x|z_{j-1},t) \, dx.
\]

(67)

Arguing as in Case 1, with the change of variable \( x = y\Delta \theta \), (67) becomes

\[
E[\hat{I}_{j,t}|z_{j-1},t] = \Delta \theta^2 \int_0^\infty \left[ \frac{\Delta R}{\Delta \theta} + \Phi_\Delta \theta(S_{j,t-1}^a + y\Delta \theta) - S_{j,t-1}^a - 2y \right]^+ g_{j,t}(y\Delta \theta|z_{j-1},t) \, dy.
\]

(68)

However, Assumption A.2 and the triangle inequality lead to the bound

\[
|\Phi_\Delta \theta(S_{j,t-1}^a + y\Delta \theta) - S_{j,t-1}^a| \leq c_1 \Delta \theta + c_2 S_{j,t-1}^a + (c_2 + 1)y\Delta \theta.
\]

(69)

Furthermore, from Lemma 5

\[
\lim_{\Delta \theta \to 0} \frac{\Delta R}{\Delta \theta} + \Phi_\Delta \theta(S_{j,t-1}^a + y\Delta \theta) - S_{j,t-1}^a = \frac{\partial S_{j,t-1}^a}{\partial \theta} + y.
\]

(70)

The above equation together with (59) and (19) shows that

\[
\lim_{\Delta \theta \to 0} \frac{\Delta R}{\Delta \theta} + \Phi_\Delta \theta(S_{j,t-1}^a + y\Delta \theta) - S_{j,t-1}^a = \frac{\partial S_{j,t-1}^a}{\partial \theta} + y.
\]

(71)

We can now divide (68) by \( \Delta \theta^2 \) and take the limit as \( \Delta \theta \to 0 \). The dominated convergence theorem can be applied here in view of (69) and (62). Then, making use of (71) and the same argument as in (65), we obtain

\[
\lim_{\Delta \theta \to 0} \frac{1}{\Delta \theta^2} E[\hat{I}_{j,t}|z_{j-1},t] = \int_0^\infty [Y_{j,t} - y]^+ g_{j,t}(0|z_{j-1},t)(Y_{j,t}^+)^2 \, dy = \frac{1}{2} g_{j,t}(0|z_{j-1},t)(Y_{j,t}^+)^2.
\]

\[\blacksquare\]
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