
ERRATUM (FOR THE FIRST PRINTING OF
“BAYESIAN MODELING USING WINBUGS”)

The following corrections were spotted in the first printingof the book and corrected to the
second one.
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2 ERRATUM (FOR THE FIRST PRINTING OF “BAYESIAN MODELING USING WINBUGS”)

Major corrections

Chapter 2

1. Page 44, last line: Change equation to

log f(θ|y) = constant+ log f(y|θ) + log f(θ)

Chapter 3

1. Page 102, R output above section 3.4.6.3 (in grey): Must be replaced by

, , 1

[ ,1] [ ,2] [ ,3]

[1,] 1 3 5

[2,] 7 9 11

[3,] 13 15 17

[4,] 19 21 23

[5,] 25 27 29

, , 2

[ ,1] [ ,2] [ ,3]

[1,] 2 4 6

[2,] 8 10 12

[3,] 14 16 18

[4,] 20 22 24

[5,] 26 28 30

Chapter 5

1. Page 161, 4th line of section 5.3.1: The correct code is

mu[i] <- beta0 + beta[1] * x[i ,1] + ... + beta[p]*x[i,p]

2. Page 163, line 8 of Section 5.3.3: The code must be replaced by the following

precision <- tau/c2

for (j in 1:P){ beta[j] ~ dnorm( beta0[j], precision ) }

3. Page 164, line 7 from the bottom of the page: “x” must be replaced by “X” (capital)
twice.

Chapter 7

1. Page 236, line 4: Equation must be changed to

g(π) =
πλ1−λ2 − 1

λ1 − λ2
− (1 − π)λ1+λ2 − 1

λ1 + λ2
,

[equal must be replaced by minus sign].

2. Page 238, 6th line from the bottom: Equation must be changed to

E(Y |X = x + 1) = β0 + β1(x + 1) = β0 + β1x + β1 = E(Y |X = x) + β1 ⇔

[E(y|X = x + 1) and µ(x) was changed to E(Y |X = x + 1) and E(Y |X = x)
respectively].
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Chapter 8

1. Pages 279–280, last 3 lines of p.279 and 3 first lines of p.280: WinBUGS code
must be replaced by

for (i in 1:n){

y[i] ~ dgamma( a[i], tau )

a[i] <- mu[i]*tau

log(mu[i]) <- eta[i]

}

s2 <- 1/tau

2. Page 285, last paragraph: Must be replaced by

Note thatλj (i.e. the expected counts) have similar posterior means under both
Poisson and negative binomial models, but have different posterior variance since
the dispersion of the sampling distribution is larger for the NB model. This leads
to posterior distributions with wider95% posterior intervals for theλj of the NB
model.

3. Page 292, 1st line of code: Delete the first line of the code.

4. Page 293, line 7: Add the following line of code

miny[i]<-min(y1[i], y2[i])+1

Chapter 10

1. Page 349, last line: The correct equation is

T[i-L] = Ti =

L∑

a=1

Y.Ti−L,a

2. Page 350, lines 2–3: The correct equations are

L∑

a=1

Y.Ti−L,a =
i−L∑

a=1

Y.Ti−L,a +
L∑

a=i−L+1

Y.Ti−L,a =
L∑

a=i−L+1

Ya,i+1−a

and
∑i−L

a=1 Y.Ti−L,a = 0.

3. Page 361, in both WinBUGS code bits: The sign before0.5*log(tau) must
change to plus (+). Also Figures 10.8 and 10.9 in page 362 must be updated with the
correct ones which follow

(see alsohttp://stat-athens.aueb.gr/~jbn/winbugs_book/home.html).

Chapter 11

1. Page 423, 3rd line of section 11.10.1: Equation

f(y|y, m) =

∫
f(y|θm, m)f(θm|m)dθm
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Figure 10.8 Observed (dashed line) and estimated predictive (solid line) cumulative
distribution for Example 10.3.
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Figure 10.9 Estimated predictive density function for Example 10.3.

must be replaced by

f(y|y, m) =

∫
f(y|θm, m)f(θm|y, m)dθm

2. Page 428, 3rd paragraph of section 11.11.4: The paragraph must be changed to the
following:

Another estimate of of the minimum deviance (and hence of AICand BIC) can be
obtained via calculation of the posterior Bayes factor. As we have described in Section
11.10, the PBF is simply given as a ratio of the posterior predictive densities of two
competing models which can be estimated by the posterior mean of the likelihood
f(y|θm, m) from MCMC outputs. Hence we may obtain an estimate of the minimum
deviance by

m̃inD(θm, m) = −2 log f(y|θm, m) − dm log(2)

using the result of O’Hagan (1995) which expresses the PBF asan information crite-
rion with penalty equal tolog(2). Then an information criterion of type (11.37) can
be estimated by

ĨC(m) = m̃inD(θm, m) + dmF .
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Minor corrections

Table of Contents

1. Page xiii: “11.9 rReversible jump MCMC (RJMCMC)”

Chapter 1

1. Page 3, Section 1.2, 2nd paragraph, 3rd line: Delete comma and add “is” afterV .

2. Page 6, 2nd paragraph, step 5: “select between usingana noninformative prior
or incorporatingeprior preceding known informationand/or experts’ opinionin our
prior distribution).”

3. Page 8, 2nd line: x must be replaced byλ.

4. Page 8, 3rd line: λny+a must be replaced byλny+a−1.

5. Page 8, 1st line after equation (1.1): ã → ã.

6. Page 9, last line:
√

2πσ2 →
√

2Πσ2.

7. Page 10, line 7: (2πσ−2)−n/2 → (2Πσ2)−n/2

8. Pages 9–11 and 14: π must be replaced byΠ.

9. Page 13, 2nd line from the bottom: “. . . an inverse gamma distributions . . . ”

10. Page 18, line 8: “. . . firstis . . . ”.

11. Page 29, Problem 1.10: change the lines referring to data to the following format
0.671 1.412 -2.119 1.224 -1.168 -0.860 1.936 3.396 4.808 -1.259

0.275 1.820 2.417 2.929 7.020 0.483 6.483 2.966 0.942 -3.398

2.846 3.840 6.640 1.018 2.747 1.857 7.270 2.734 4.325 -1.222

Chapter 2

1. Page 38, line 4 of 2nd paragraph: “. . . sufficient . . . ”→ “. . . insufficient . . . ”.

2. Page 43, lines 10–12: “Nevertheless, in practice,thechoice of the proposal is im-
portantcesince poor choices will considerably delay convergence towards the equi-
librium distribution.”

3. Page 53, 6th line from the bottom: b o → b × o

4. Page 81, Problem 2.2.c: “Of winning”.
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Chapter 3

1. Page 86, 2nd bullet: Must be replaced by

• Update the chain (Update)

• Monitor the acceptance rate of the Metropolis–Hastings algorithm (Monitor
Met)

2. Page 86, last two lines: “The Inference menu is alsoa valuablemenusince, with
its available set of operations, thatwe can ”.

3. Page 87, line 9: “The menu itemSamples is the most frequently usedtool. With
Usingthis tool, . . . ”

4. Page 87, 9th line from the bottom of the page: “. . . conceiveof the structure . . . ”.

5. Page 92, line 6: “. . . with i = 1, 2, . . . ” [add a space].

6. Page 99, 4th line from the bottom of the page: “. . . θ = (a, b, σ2) . . . ” → “. . . θ =
(α, β, σ2) . . . ” [change a and b to greek letters].

7. Page 101, line of code after Vectors: Remove the curly bracket at the end of the
code.

8. Page 107, Section 3.4.6.8, line 4: “. . . recommendto defining a simple model . . . ”.

9. Page 108, 1st line of 2nd paragraph of Section 3.4.8: “From the WinBUGS team,
we it is recommended specifying any transformations . . . ”.

10. Page 115, lines 6–7 of 6-b: “. . . thatwe recommend using large refresh values . . . ”.

11. Page 117,2nd line: “. . . this procedure iscalled“setting the monitored parameters.” ”.

Chapter 4

1. Page 126, 2nd line: “. . . to thepreviousseason.”.

2. Page 140, 1st line of Section 4.2.5: Delete the word “deviance”.

3. Page 141, 1st line: “. . . and possible problems. . . ”

4. Page 142, lines 2-3 of Section 4.3.2: “. . . are visually separatedly . . . ”

5. Page 146, 1st line after bullets: “see Figure . . . ”→ “See Figure . . . ”

Chapter 5

1. Page 153, 1st line above WinBUGS code: Delete the word “commands”.

2. Page 156, lines 5–6 of the 1st paragraph after Table 5.1: “FrequentlyIn such cases,
direct interpretation ofβ0 doesmaynot lead to realistic and sensible interpretation.”

3. Page 160, lines 1–2 after Figure 5.1: “Concerning the posterior distribution ofσ,
we observe that with the current model we can predict the expected delivery time
with with an a-posterioriexpectationexpected errorof 3.4 minutes.”
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4. Page 162, line 5: µi = βX(i) → µi = X(i)β.

5. Page 162, line 8: The codemu[i] <- inprod( beta[], X[i,] ) can be option-
ally replaced bymu[i] <- inprod( X[i,], beta[] ). [The old syntax is also
correct. The change was made to be in concordance with the linear predictor in line
5].

6. Page 162, line 5 of Section 5.3.2: Move “P = p + 1” here from 2nd line above
equation (5.6).

7. Page 168, line 3: “. . . effects of ℓ it level . . . ”.

8. Page 168, Equations 5.9 and 5.10: y must be changed to capital.

9. Page 169, 2nd line from the end of Section 5.4.2.2: change “effects” to “values”.

10. Page 175, 4th line after Equation 5.15: “. . . denoteto the mean . . . ”.

11. Page 184, 2nd line of Section 5.4.6: “. . . interpretation ishassimilar . . . ”.

Chapter 6

1. Page 192, lines 4–5 of 3rd paragraph: “. . . indicatingthe likelihood thatwe may
removeparameters of this termcan be eliminated from the model.”

2. Page 192, line 3 of 4th paragraph: “. . . (1) bothall interactions . . . ”

3. Page 196, caption of Figure 6.1must change to “Boxplots of parameters for inter-
action models for Example 6.1; asterisk indicates that all lower interaction terms are
also included in the model.”

4. Page 199, line 5 of 2nd paragraph: ℓ > 2 → ℓ ≥ 2.

5. Page 209, 2nd line of 2nd (unnumbered) Equation: The minus sign must change
to plus.

6. Page 209, lines 3–4 of last paragraph: “This comparison might be misleading since
thegenerated values forthe twovariablesparametersare highly correlated (see Figure
6.7). ”

7. Pages 209 and 210, lines 5–6 of last paragraph of page 209 and 1st line of page
210: “Indeed, from the posterior density of the difference (seeFigure 6.8),we observe
the zero value (equal intercepts) lying at the right tail area of theposteriordistribution
of thedifference.”

8. Page 213, lines 5–6 after Equation 6.10: Delete “β0 andβ′
0”.

9. Page 213, line 8 after Equation 6.10: “while for STZ the slopes are equal to
β0 =β1 − δ2 andβ′

0 =β1 + δ2 with relative potency given by”

10. Page 216, line 5: Delete full stop between the words “used” and “but”.

11. Page 217, 2nd line of last paragraph: “. . . indicates thatdo the models . . . ”.

12. Page 223, 2nd line in “Results”: “saturated”→ “full”.

13. Page 226, 1st line: “these parameters”→ “β1, β2 andβ4”.
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Chapter 7

1. Page 229, line 7: “They can . . . ”.

2. Page 236, 2nd line from the bottom: “. . . but we mightignorebe ignorant ofthe
exact time of failure.”.

3. Page 237, lines 1–2: “Binary (zero–one) data(i.e.,y ∈ {0, 1}) can be modeled using
the Bernoulli distribution(i.e.,y ∈ {0, 1}).”.

4. Page 241, last line before Section 7.3: “ i = 1, . . .N ” → “ i = 1, . . . n”

5. Page 250, line 3: “Concerning the Poisson assumption, slight overdispersion has
been reportedin literature.”.

6. Page 257, line 3: “. . . binomial.” → “. . . Bernoulli.”.

7. Page 259, line 8: “These two factsfindingsfoundedodds ratios . . . ”.

8. Page 259, 4th line from the bottom: “. . . the effect ofeveryeachcovariate . . . ”.

9. Page 261, 6th line after equation 7.9: “π = 1
2 ” → “π0 = 1

2 ”.

10. Page 262, line 13: “To be more specific,εi follows the Gumbel . . . ”→ “To be more
specific,−εi follows the Gumbel . . . ” (εi must change to−εi).

11. Page 263, 12th line of Section 7.5.2.1: “. . . without anyproblem.”.

12. Page 265, 6th line of the computational note: “ξ ≥ 4” → “ξ ≥ 5”.

13. Page 268, line 8: 3 −−9 → 3–9.

Chapter 8

1. Page 280, 3rd paragraph of Section 8.2.2, first line: Delete the word “Finally”.

2. Page 280, 4th paragraph of Section 8.2.2, lines 1–4: Must be replaced by the
following:

Finally, the Weibull distribution is used with probabilitydensity function

f(y|λ, v) = vλyv−1e−λyv

,

meanE(Y ) = λ−1/vΓ(1+v−1), and varianceV (Y )=λ−2/v
(
Γ(1 + 2/v)− Γ(1 + 1/v)2

)
.

3. Page 282, Section 8.3, lines 4–5: “. . . this extra(or lower)variability.”

4. Page 283, Section 8.3.1, 2nd line from the end of 2nd paragraph: Add du at the
end of the integral. The correct expression is the following:

f(y) =

∫ ∞

0

f(y|u)f(u)du =
Γ(y + r)

y!Γ(r)

(
r

r + λ

)r (
λ

r + λ

)y

,

5. Page 283, Section 8.3.1, 2nd line of 3rd paragraph: “. . . [complementary log (i.e.
clog) onπ, . . . ”
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6. Page 283, Section 8.3.1, 4th line of 3rd paragraph: “. . . [ i.e.which is equivalent to
setting logit(π) = −r − η] . . . ”

7. Page 292, 2nd paragraph, line 2: “. . . ordirectlyonwith the marginal meansλ1+λ3

andλ2 + λ3.” .

8. Page 292, equation in the middle of the page: The probability function of the
bivariate Poisson must be corrected to

fBP (y1, y2) =

min(y1,y2)∑

k=0

e−λ1λy1−k
1

(y1 − k)!

e−λ2λy2−k
2

(y2 − k)!

e−λ3λk
3

k!

[y1 − k must be replaced by y2 − k in the second term of the summation].

9. Page 297,Section 8.4.1,2nd paragraph, line 7: Replace equation with the following
correct expression:

h(y) = lim
δy→0

P (y ≤ Y < y + δy|Y > y)

δy
.

10. Page 297, below equation in the 5th line from the bottom: Add “for right censored
data” after the equation.

11. Page 297, last line: Delete “In WinBUGS,”.

12. Page 298, 3rd paragraph, line 4: Delete right parenthesis afterx(i).

13. Page 301, 2nd paragraph, line 5: “For anasmooth . . . ”.

14. Page 302, line 1: “Use a normal distributionof for the logarithms of the data above.”.

15. Page 302, line 5 of Problem 8.3: “I(a,)” → “I(,)”

16. Page 302, line 5 of Problem 8.4: “I(a,)” → “I(,)”

Chapter 9

1. Page 305, line 2: “. . . can be consideredasone level of hierarchy,”

2. Page 305, Caption of Figure 9.1: Change comma (,) to period (.) after word “model”.

3. Page 310, line 3: I2 → IK

4. Page 310, 2nd line from the end of Section 9.2.1.2: “. . . books . . . ”→ “. . . book’s
. . . ”.

5. Page 312, line 1: “The posterior distributions ofwithin-between-subjectandbetween-within-
subject variabilities (σ2

a andσ2, respectively) . . . ”

6. Page 313, Section 9.2.2.1, line 1: “This The modelof Section 9.2.2assumes that
. . . ”

7. Page 313, Section 9.2.2.1, line 3: “. . . simple . . . ”→ “. . . simply . . . ”

8. Page 316, line 2: ui → ri.
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9. Page 325, Section 9.3.2, line 8: “. . . within-patientvariabilitycorrelation.”.

10. Page 327, 5th line from the bottom: The indexk should start from one (k = 1)
instead of zero.

11. Page 330, 3rd line after Table 9.14: “. . . which is lower than the corresponding
values formodels with . . . ”

12. Page 338, 3rd paragraph, lines 2–7: “Interesting . . . (Draper, 1995).” must be
replaced by

Interesting books on the subject include the more recent ones by Hedeker and
Gibbons (2006), Brown and Prescott (2006), and de Leeuw and Meijer (2008),
while a variety of papers on the topic can be found in the related special issue of
theJournal of Educational and Behavioral Statistics (vol. 20, issue no. 2, 1995),
including the fruitful critical review by Professor D. Draper (Draper, 1995).

Chapter 10

1. Page 342, line 11: “. . . of againreobservingin thefutureeachyi . . . ”.

2. Page 342, 2nd line from the bottom: “. . . is not cleardirectlywhich . . . ”.

3. Page 344, last two lines of Section 10.1.3: Delete these two lines.

4. Page 347, line 11 of Section 10.2.2: “. . . in actuarial practiceto beableto precisely
estimate such quantities in order to . . . ”.

5. Page 357, line 11: “intervalus”→ “intervals”.

6. Page 368, lines 8–9: “Moreover, thesecheckstestsare useful . . . ”

7. Page 378, 6th line from the bottom: “schme”→ “scheme”.

8. Page 387, 2nd paragraph, 1st line: “A further interesting area for implementation
of predictive inferenceis can be foundin problems . . . ”

Chapter 11

1. Page 392, 3rd line of Section 11.3: “. . . focusonattentionto on the simpler . . . ”

2. Page 392, 5th line of Section 11.3.1: “. . . wherewith Hm(θ̃m) is beingequal to
. . . ”.

3. Page 406, 3rd paragraph, 2nd line: γi → γj (twice).

4. Page 409, lines 3-4 from the bottom: “ . . . in the case wherea thedata matrixX
with hasorthogonal columnsXj (appearing in(11.12) and the imposed priors are
intended to be noninformative.

5. Page 411, lines 3-4 from the bottom: “. . . replace the pseudopriors required by
Carlin andChib’s (CarlinandChib,1995)GVS.”

6. Page 413, line 2: “. . . we canaccurately estimate . . . ”.
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7. Page 421, line 6 from the bottom of Section 11.9: “The WinBUGSjump interface,
morerecently developed by Dave Lunn, . . . ”

8. Page 421, last line: Delete comma after equal.

9. Page 422, last line of 2nd paragraph: “. . . see the appendix inf Draper and Krnjajíc
(2006).”

10. Page 424, line 2: “Let usagainreconsider Example 5.1.”.

11. Page 427, lines 2–3 of 4th paragraph: “. . . (2) criteria that are asymptotically valid
under the assumption that a true model doesnotexists. ”.

12. Page 428, 1st line of 4th paragraph in section 11.11.4: AIB → AIC.

Appendix A

1. Page 435, line 4: Add a comma after “programming”.

2. Page 435, last line: Add a parenthesis afterσ2.

3. Page 439, 1st paragraph, last line: “Any node included in panelswill mustdepend
on the index of the surrounding panel.”

Appendix C

1. Page 448, line 3 of Section C.3: “ordering”→ “order”

2. Page 453, paragraphs 1–2:

In The output of Example 1.4 as implemented in Section 4.1 is used inthe following
we to briefly illustrate the use of CODA for obtaining the diagnostics of Geweke
(1992), Raftery and Lewis (1992) and Heidelberger and Welch(1992). Illustration
of the Gelman–Rubin diagnostic (Gelman and Rubin, 1992) is omitted since it can
be implemented in WinBUGS , as illustrated in Section 4.3.3.In the following we
assume that we have generated one chain.

The output file is saved under the nameCODAoutput1.txt and the
index file, under the nameCODAoutputIndex.txt.



ERRATUM (FOR THE SECOND PRINTING
OF “BAYESIAN MODELING USING WINBUGS”)

The following corrections were spotted in both the first and second printings of the book
and will be corrected in a possible future third printing.

Acknoledgements
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Malaysia) for sending a detailed report with comments, suggestions and errors that helped
me to improve the book in the 3rd printing.

I would also like to thank Chengjin Chu for his queries on the “within-subject correla-
tion”, and Mark Chambers for noting a correction in page 313.Finally I would like to thank
Phil Turk for his useful comments and corrections.

Corrections

Chapter 1

1. Page 11, 2nd equation: In the NG density, multiply byc−1/2.

2. Page 58, Table 2.7, 6th line ofRcode: Change the code values to “prop.s<-c(0.2,0.2)”.

3. Page 59, caption of Figure 2.10: At the end of the caption add that “(sβ0
= sβ1

=
0.2)”.

1
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Chapter 2

1. Page 53, equation in the 2nd line from the bottom: The correct expression is

A = log
f(y|o′)f(o′)

f(y|o)f(o)
+ log

fΓ (o; o′/b, 1/b)

fΓ (o′; o/b, 1/b)

[the numerator of second term of A must change to o’/b from an o/b].

2. Page 62, Number 3 in the list:

3. Propose a new valueβ′ = (β′
0, β

′
1)

T from N2( µββ, Sβ).

3. Page 63, Table 2.8, line 7 in R code:
> c.beta<- 1.752.5

4. Page 63, Table 2.8, lines 21–23 in R code:
+as.numeric( 0.5*log( det(cur.Tprop.T) ) -0.5*t(current.beta-prop.beta)

%*% prop.T %*% (current.beta-prop.beta)

5. Page 66, Table 2.9, line 6 in R code:
> prop.s<-c(1.5,0.151.75,0.2)

6. Page 68, caption of Figure 2.15:
Figure 2.15MCMC moves and generated values for logistic regression parameters
of Example 2.3 using a single-component random-walk algorithm. ; thecontouron
upperleft of eachgraphrefersto theproposaldistributionattheinitial (0, 0) step.

Chapter 3

1. Page 120, 2nd paragraph after bullets, line 6: Change0.1% to 1% which is a more
realistic value.

Chapter 6

1. Page 192, 2nd paragraph from the bottom: Add “This is sensible since no ob-
servations are available for males and females living in a village and having high
economic status; see Table 5.14.” at the end of the paragraph.

2. Page 202, 1st block of code: “beta1 x[i]” → “beta1*x[i]”.

3. Page 202, 2nd block of code: “beta0.star[k]” → “beta0.star[l]” and “beta1.star[k]”
→ “beta1.star[l]”.

4. Page 214, Table 6.12: Caption must be replaced with “WinBUGS code for common
intercept/different slopes model in Example 6.2”.

5. Page 214, Table 6.12, lines 17–23: Remove comment sign# from the commands
for flat priors (lines 21–23) and put it in the commands for thenormal priors (lines
17–19).
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6. Page 215, caption of Table 6.13: Must be replaced by “WinBUGS code for common
intercept/different slopes model in Example 6.2 using design matrix approach and
rescaled dosea”

7. Page 215, Table 6.13, lines 24–25: Remove comment sign# from the commands
for flat priors (line 25) and put it in the commands for the normal priors (line 24).

8. Page 215, footnote of Table 6.14: Must be replaced by “aResults using code of Table 6.12

(flat priors).”

9. Page 216, 2nd line of 2nd Paragraph: “Thus we can infer that the clotting time is a
posteriori expected to be equal to 72 seconds whennodilutionno preparationis used
but to be reduced by 4.9 seconds when we increase the dose of the standard treatment
by the minimum quantity (1:40) of the experiment.”

10. Page 222, last block of code: “k + 1” must be replaced by “k” in equals.

Chapter 7

1. Page 242, 4th paragraph, 1st line: “The link function can be enhanced facilitated
by four link functions that are available in WinBUGS : . . . ”→ “Four link functions
are available in WinBUGS:. . . ” .

2. Page 244, 2nd paragraph, line 9: “. . . (i.e.,Xi = j) . . . ” → “. . . (i.e.,Xi = k) . . . ”.

3. Page 246, last equation: “−0.18 bombloadi” → “+0.18 bombloadi” (change minus
to plus).

4. Page 247, 3rd bullet: “Every additionalyearmonth. . . ”.

5. Page 248, 2nd paragraph, line 5: “. . . the minimum flying experience (50hours
months) corresponds to an expected number of 3.7 and . . . ”.

6. Page 258, Table 7.15, 1st equation: π = eodds

1+eodds= ea

1+ea → π = odds
1+odds= a

1+a .

7. Page 258, Table 7.16, 4th bullet: “The success odds whenY=1X = 1 . . . ”.

8. Pages 265 and 266, computational notes: Substitutex by η. A simpler syntax
suggested by Mike Meredith (Malaysia) is the following

probit( p[i] ) <- max( min( eta[i], xi), -xi)

for the probit link and

cloglog( p[i] ) <- max( min( eta[i], xi2), xi1)

for the clog-log link.
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Chapter 8

1. Page 285, 2nd paragraph in "Results":

Dispersion indices of NB as well as DIC values indicate that the NB model is much
better than the Poisson one. Concerning DIs, these range from 7.6 to 12.7 and from
9.3 to 15.8 for males and females, respectively, indicatinga clear overdispersion.
Moreover, DIC values for the NB model is much lower than the corresponding
value for the Poisson model.Note that, for the GLM approachDIC was not
calculatedby WinBUGS .For this reasonthecorrespondingvaluewascalculated
outsideWinBUGS usingtheposteriormeansof thedeviancemeasureandπj and
rj (j = 1, 2); seeSections4.2.5and6.4.3for detailsconcerningthecomputation
of DIC.

since DIC can be calculated in WinBUGS for this model.

2. Page 286, Table 8.5:

a. First line, 2nd column: “NB — simple”→ “NB — GLM”

b. First line, 3rd column: “NB — GLM”→ “NB — simple”

c. Last line, 2nd column: “2874.36” is substituted by “2873.85” (DIC value from
WinBUGS ). The two values are close and they differ due to Monte Carlo error
and different parametrization used.

d. The footnote must be now removed.

3. Page 294, Table 8.7: The actual values (2nd column) must be corrected by the
following

a. β12: 0.0

b. β13: 0.1

c. β24: 0.0

d. β25: -0.5

Chapter 9

1. Page 309, 1st line above equation 9.1∗: “Thus, we can calculate thewithin-subject
intrasubject (or within-subject)correlation by . . . ”

2. Page 313, 1st equation& Page 313, 2nd line from thebottom: In “Yt ∼ binomial(πt, N)”,
substituteN by Nt.

3. Page 326, 1st line after 2nd block of equations∗: “. . . resulting inwithin-subject
intrasubject (or within-subject)correlation of the latent measurement equal to . . . ”

4. Page 332, Caption of Table 9.16∗: The phrase “(or intrasubject)” was added after
“within-subject”. Thus must be replaced by “Posterior means of within-subject(or in-
trasubject)correlations for random effects model, including intrasubscale variability
for SPQ data of Example 9.7”

∗The term intrasubject correlation is used to avoid confusion which may be caused by “within-subject” term which
has different meaning when referring to variability. Additionally to the above changes, the term within-subject
correlation also appears in pages 325, 330 and 331 which werenot changed since (I believe) that can be understood
by looking at the rest of the text.
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5. Page 334, 1st line after the 1st block of equations∗: “From this expression, the
within-subjectintrasubject (within-subject)correlation depends on the fixed linear
predictorµit and therefore on the covariate values. Indicative values will be re-
ported on the basis of sample means, sample minimumsand maximumsvaluesof the
observed covariates.”

Chapter 11

1. Page 403, equation after 11.6: The correct expression is

f(y|m) =
Γ(a + n/2)

Γ(a)
(2π)−n/2ba c−Pm

(
|Σ̃m|
|V m|

)1/2(
1

2
SSm + b

)−n/2−a

,

2. Page 411, equation 11.25: Must be changed to

f(γj = 1|y, γ\j , β)

f(γj = 0|y, γ\j , β)
= k

−dj

j exp

(
−1

2
(1 − k2

j )βT
j Σ

−1
j βj

)
, (5.1)

3. Page 415, 2nd block of code, 1st line: Add right parenthesis after 0.5.

4. Page 416, 1st line: Add right parenthesis after 0.5.

5. Page 421, 1st line: β′
(m′) → β′

m′ .



ERRATUM (FOR THE THIRD PRINTING OF
“BAYESIAN MODELING USING WINBUGS”)

The following corrections were spotted in the first, second and third printings of the book
and corrections will be available via the book’s website.
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Corrections

Chapter 1

1. Page 3, lines 7–8 of Section 1.3: This equation is also calledBayes’ rule, although
andit wasoriginally alsofoundindependentlyby Piere-Simon de Laplacein 1774
. . .

2. Page 4, paragraph above Section 1.4: Using similar arguments we can calculate the
probability of a nonsmoker to develop the disease, which is equal to0.0099 0.00577
and the relative risk (RR) is equal to

RR =
P (case|smoker)

P (case|nonsmoker)
=

0.0185

0.0099 0.00577
= 1.87 3.2 .

Therefore, the probability for a smoker to develop lung cancer is 87% higherthan
3.2 timesthe corresponding probability for nonsmokers.

3. Page 7, 2nd line from the bottom:

f(λ) =
ba

Γ(a)
xa−1 λa−1e−bλ.

4. Page 9, lines 4 and 7: Γ(a)Γ(b)
Γ(a+b) → Γ(a+b)

Γ(a)Γ(b)

5. Page 10, 6th line of the 2nd block of equations:

∝ exp

(
−1

2

{[
n

σ2
+

1

σ2
0

]
µ2 − 2µ

[
ny

σ2
+

µ0 µ

σ2
0

]})

6. Page 11, 1st line after 2nd equation: In NIG(µ̃, c̃, ã, b) and NG(µ̃, c̃, ã, b), b must
be replaced bỹb.

7. Page 12, 2 lines above Section 1.5.5: a n > 2 − 2a anda n > 4 − 2a .

8. Page 17, line 6: The actual posterior distributions are gamma(8.001, 8.001) and
gamma(4.001, 8.001) assuming the prior described in the previous sections. Param-
eters are rounded to the closest integer for simplicity.

Chapter 2

1. Page 33, equation in the middle of the page:

Y1Y0 ∼ binomial(π0, n0) andY0Y1 ∼ binomial(π1, n1)

2. Page 39, 2nd equation in item 2: A square root sign is missing from the right part
of the equation. The correct expression is the following

ŜD
(
G(θ)

∣∣y
)

=

√√√√ 1

T ′ − 1

T ′∑

t=1

[
G(θ(t)) − Ê

(
G(θ)

∣∣y
)]2

.
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3. Page 46, 2nd paragraph, 3rd line: “. . . convergence of the chain cannot be accel-
erated . . . ”

4. Page 63, last line of the R code: H=T→ H=H.

5. Page 77, after second enumeration: “Clearly, in 2 3 , . . . ”

6. Page 79, the title of the computational not: COMPUTATIONAL NOTE(DIC for
mixturemodelsWinBUGS )(Sampling from truncated distributions)

Chapter 3

1. Page 96, 2nd line from the bottom: “. . . and forx < a, . . . ” → “. . . and forx < −
a, . . . ”.

2. Page 105, 3rd lines of the 3rd block of code: Must be replaced by

2, 14, 5, 17, 8, 20, 11, 23,

Chapter 4

1. Page 126, equation after the 1st code: Add subscripti in π:

8∏

i=1

πyi

i (1 − π)Ni−yi →
8∏

i=1

πyi

i (1 − πi)
Ni−yi

Chapter 8

1. Page 279, 4th line of Section 8.2.1: The variance is equal to Var(Yi) = µiτ
−1.

2. Page 283, 2nd line after the DI expression: The correct variance expression is
V (Y ) = λ(λ + r)/r.

3. Page 283, 8th line from the bottom: The correct expression is logit(π) = log(r)
−η instead of logit(π) = −r −η.

4. Page 288, 8th line from the bottom: The correct expression for the variance is

V (Y ) = (1 − π0)
(
V (YD) + π0 [E(YD)]2

)
;

i.e. E(YD) must be raised in the power of two. The corresponding codes ofexample
8.3 were corrected and uploaded in the web-page.

5. Page 288, 7th line from the bottom: The correct expression for DI isDI =
V (YD)/E(YD) + π0E(YD).

6. Page 291, rows 13–16 of Table 8.6: The results using the correct formula for the
variance in page 288 are the following:
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Parametera ZIP ZINB ZIGP Generalized Poisson

Var(Y1) 18.62 (16.60, 20.82) 43.89 (33.26, 59.46) 45.01 (33.13, 62.86) 71.47 (43.65, 122.4)
Var(Y2) 17.27 (15.61, 19.00) 35.48 (26.47, 48.10) 37.50 (27.00, 52.95) 75.44 (40.71, 144.0)
DI1 3.18 (2.74, 3.67) 7.44 (6.08, 9.27) 7.66 (6.09, 7.54) 12.00 (8.38, 17.52)
DI2 4.03 (3.61, 4.48) 8.22 (6.77, 10.15) 8.64 (6.91, 8.51) 16.87(11.07, 26.79)

7. Page 292, lines 9–10 in the WinBUGS code: x3 must be substituted byz3. The
correct code is the following

z1[1] <- y1[i] - z3[i]

z2[1] <- y2[i] - z3[i]

8. Page 293, lines 2 and 6 of Example 8.4: The actual sample size is 200 and not 100.

9. Page 297, 5th line from the bottom: The correct expression for the likelihood of a
survival model is given by

f(y|ξ, θ) =

n∏

i=1

f(yi|θ)1−ξiS(yi|θ)ξi

10. Pages 299, eq. 8.6: The subscript in the summation must bej and noti and should

take values from1 to p; correct expression
p∑

j=1

.

Chapter 9

1. Pages 310, 3rd line: σI2 → σ2IK .

2. Pages 315, line 2 of the 2nd paragraph: The DIC value is actually 73.1 and not
67.8 (which is the Dbar).

3. Pages 319–321, example 9.4: The data for study 8 and the code of this example was
wrong. More specifically

a. Page 319, Table 7: The odds ratio for the 7th study is12.413.41.

b. Page 319, 1st line after the block of equations: σ̂2
k must be replaced bŷσk.

c. Page 320, 1st block of code: The correct code is the following

for (k in 1:K1){

logor[k] <- log(or[k])

selogor[k] <- log(U[k]/L[k]) /(2*1.96)

precision .logor[k] <- 1/pow( selogor[k], 2)

logor[k] ~ dnorm( theta[k], precision.logor[k] )

logor[k] ~ dnorm( theta[k], selogor[k] )

theta[k]~dnorm( mu.theta , tau.theta )

OR[k] <- exp(theta[k])

}
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d. Page 320, 2nd paragraph from the end of Section: The posterior mean of the
overall odds ratio is found equal to5.285.92, with 95% of the posterior values
ranging from3.333.55 to 9.059.44. Error bars of the estimated odds ratios of
each study using the hierarchical model presented above aredepicted in Figure
9.6.

e. Page 321, Figure 9.6: must be replaced by the following figure

The corrected pages of this example will be also available ina pdf file in the
book’s website.

4. Pages 328, 3rd line from the bottom: n = 60 is missing. The correct data code is
the following

list( n=60, F=c(0,7, 9,23,60) , Y1=c(0,1,0,1), Y2=c(0,0,1,1) )

5. Pages 330-331: Items must be denoted witht instead ofj; similarly sj must be
replaced byst.

Chapter 11

1. Page 391, lines 3–5 of Section 11.2: Let us consider the usual normal prior distri-
bution forθ under thenull alternativehypothesis centered around the value of the
alternativeH0.

2. Page 396, 6th line from the bottom:

= f̂(θ∗1 |y, m)
∏d

j=1

d∏

j=2

f̂(θ∗j |θ∗1 , . . . , θ∗j−1, y, m)

3. Page 396, 3rd and 4th line from the bottom:

f̂(θ∗1 |y, m) =
1

T

T∑

t=1

f(θ
∗ (t)
1 |θ(t)

2 , . . . , θ
(t)
d , y, m)

f̂(θj |θ∗1 , . . . , θ∗j−1, y, m) =
1

T

T∑

t=1

f(θ
∗ (t)
j |θ∗ (t)

1 , . . . , θ
∗ (t)
j−1 , θ

(t)
j+1, . . . , θ

(t)
d , y, m).
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4. Page 415,: “. . . when we use independent priorsareused. . . ”

5. Page 416, lines 4 and 5: Must be replaced by

mb0 <- prop.mean.beta0

taub0 <- (gamma0/n + (1- gamma0))/pow(prop.sd.beta0 , 2)

Appendix A

1. Page 440, line 8 (number 7 in the list): Must be deleted since it is stated also in line
4.

2. Page 440, 2nd line from the bottom (number 3 in the second list): “a → µa” →
“µa → a”.


