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INTRODUCTION

In modern science, it is common to quantify features that are not directly
available. Such features are called latent variables and they need special handling in
order to be estimated. An example of such variables is the political attitude or the
satisfaction of a client for a new product. On the other hand, the observable features
called manifest variables are be used as different indicators influenced by the
unobserved latent ones. This has been generated the general class of the latent
variable models. Depending on the type of the latent and the manifest variables
(continuous, categorical etc.) different methods exists for each analysis. For example,
when both set of features are continuous variables factor analysis is applied.

When the latent variables are continuous and the manifest ones are categorical
variables, then the Latent Trait Theory is applied. Occasionally ordinal manifest
variables are transformed to binary variables. Even if this practice is ususal and easy
to be implemented, it is not preferable due to the loss of information. There are two
main approaches for analyzing binary data with latent variable models, the Item
Response Theory (IRT) and the Underlying Variable Approach (UVA). Both
approaches can be generalized in the case of the polytomous data (i.e. categorical
items with more than two categories).

Latent variable models under the IRT approach are very interesting and
demanding, with its theory growing more and more every year. From my point of
view, it can be even more interesting if we apply it under Bayesian Approach.
Through that concept it is possible to introduce our beliefs to the analysis concerning
the characteristics of the under study object. As Good said: “The subjectivist (i.e.
Bayesian) states his judgments, whereas the objectivist sweeps them under the carpet
by calling assumptions knowledge, and he backs in the glorious objectivity of science”
(Good, 1973).



ABSTRACT

Generally, Latent models are used in cases that the under study variables
cannot be measured directly. Such variables are for example, consumer satisfaction of
a new product. Here we analyze a market research dataset with discrete ordinal
manifest variables and continuous latent features. Thus the methodology of latent trait
models has been applied. In order to express our personal beliefs about the under
study problem, the Bayesian approach has been implemented. Through the Bayesian
paradigm we assume a prior distribution to express our information about the under
estimation parameters. The combination of the prior distribution with the likelihood
result in the posterior distribution. Estimation of the posterior distribution can be
achieved through Markov Chain Monte Carlo (MCMC) algorithms. For our dataset
the Gibbs sampler was implemented via WinBungs software.

Three different link functions were used, the logit, the probit and the c-loglog.
Furthermore, one and two factor latent trait models were fitted. The final choice of the
model was achieved through Deviance Information Criterion (DIC).

The aforementioned methodology was applied to detect a possible link
between excessive consumption behaviors with schizotypy. The impulsive and the
compulsive buying behaviors are considered excessive by the experts. On the other
hand, schizotypy is related to a specific gene which increases the probability of
schizophrenia when combined with specific environmental conditions. Such
conditions are stress, anguish or even sadness (generally negative feelings).
Schizotypy can be detected by its nine traits through the SPQ questionnaire.
Obviously, interest lies in their association with serious psychiatric deceases. The data
was collected for the purposes of a student survey (lliopoulou, 2004) in the School of
Management Sciences of the University of Aegean and the Technological Education
Institutes of Crete and Piraeus.

Useful and interesting outcomes have been raised as far as the potential
influence of schizotypy on impulsive and compulsive buying behaviors. Furthermore,
many proposals for deeper exploration have been occurred but unfortunately are

beyond the purposes of this thesis.



HHEPIAHYH

Ymv mapovoo epyacia, M pebodoroyio  twv Mmedlloveov Movtédwv
AavBavovomv MetafAntodv epapudletol, Ta omoia ¥pNGILOTOI0VVTAL GE TEPITTMOELS
Omov M VO peAETN peTafAnTéc dev umopovv vo petpnbovv dueca. Iapadelypatog
Yopwv tétoteg peTafAntég eival 1 1KOVOTOINGN TOV KOTAVOAMTY Yo £vo VEO TPOTOV.
To ocet dedopévov mov ypnolpwonomdnke omotedeitor amd SUTASIUEG JOKPITES
nopaTnproes HetaPAntés ovveyeic AavBdvovoeg petafintés. [a to Adyo avtd
gpappootnke 1 pebodoroyio twv AovBavovodv Xapoktnpiotikdv (Latent Trait
Models). T va pmopécovpe va EKPPAGOVUE TIC TPOCMOTIKEG HOG TETOONOES MG
pog TG vwd peAétn petaPintéc, mpotundnke n Mmeblovr] mpocéyyion kot
epappooke. Mécm avtng dvvatat vo VTOOEGOVLE TNV KATAVOUT TOL aKOAOLOOVV Ot
EKTYLONEVES LETARANTES, TNV ek TV TPOTEPWV KoTavour. O cLVILAGUOG TNG EK TMV
TPOTEP®V KATAVOUNG HE TNV KAUGGIKN TOOVOPAVELD LLOG 0OOMNYEL OTNV EK TV DOTEPWY
kotavour;. H extipmon g ek ToV votépev Katavoung yivetol péow tov Markov
Chain Monte Carlo (MCMC) alyopiBumv. e avti Vv €pyacio. 0 SEIYUOTOANTTNG
Gibbs ypnoomomdnke péow tov Mrebliavov Aoyiopkod WinBungs.

Tpeig cvuvdetikég cuvaptnoelg ypnolporomdnkav: n logit, n probit kot n c-
loglog. Emumhéov povtéha evog kot 600 mapayoviwv mpocopupoctnkav. H telkm
EMAOYN TOL KATOAANAOTEPOL HOVIEAOL £3ve HEGH TOL TANPOPOPLKOD KPLTHPiov
dakvpaveng (Deviance Information Criterion -DIC).

O)o 1o mapondve Bepntikd TAoiclo EPAPUOGTNKE LE GKOTO Vo aviyveLDEL,
av vrapyel, mbav oyéon avipeca o€ LVIEPPOMKEC HOPQES KOTOVOAMTIKNG
OLUTEPIPOPEG Kot TNG oyloTumiag. G TETOEG LOPPES KOTAVOAMTIKNG GCLUUTEPLPOPAS
Bewpodviar 1 ovBOPUNTN KO 1 KATOVOYKOOTIKY  OYOPOOTIKY cvumepipopd. H
oylotumia, and v dAAN, cuvdéetan pe v Yrapén evog yovidiov. Ot dvBpwmot mov
10 £rovv gppaviCouv oylotumikd coprtdpato 6tov exnpedlovial amd ecwTEPIKOVS
TOPAYOVTEG OGS €ival TO OTPEG, TO AyYo¢ Kol oyeddv kdbe apvnTikd cuvvaicOnua.
[MopdAinia, elvar duvatdv va aviyvevbel péow tov epotnuotoroyiov SPQ mov
AVIYVEVEL TOL EVVIAL YOPOKTNPLOTIKE TG, Elvar Aowmdv mpogavég o1t vdpyet peydro
EPELVNTIKO EVOPEPOV MG TPOG TNV mOAVY] TOVG OYECN O1OTL 01 VLIEPPOMKEC
OYOPOOTIKEG GUUTEPIPOPEG PoiveTon vo, emnpedlovtol amd GoPapic Yo laTpikes-

yoyoroyikés dtatapoyés. Ta dedopéva g epyaciog cLAAEXOMKOV Yot TOVS GKOTOVG
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petamtoylokng epyaciac oto Ilavemomuo Avyaiov oto Tunuo Awoiknong
Emyeipnoewv kot oto TEI Iepond (HAomovAov, 2004).

Evdwpépovia Kot ypnouo GLUTEPAGHOTO TPOEKLYOV OGOV 0QOpPa TNV
mBavn emppon ¢ oxlotumiog oty aBOPUNTN Kol KATOVOAMTIKY] GUUTEPLPOPU.
EmmAéov amd 10 GUUTEPAGLOTO TPOEKVYE CUAVTIKO EVOVGO Y10 TEPUITEP® LEAETN

TOL OO Elval TEPO TOV GKOTOV TNG GUYKEKPLEVTG EPYACTOG.
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CHAPTER 1: LATENT VARIABLE MODELS FOR ORDINAL
DATA

1.1 Introduction

1.1.1 A General Idea

Frequently in social surveys or market research studies we wish to examine
variables which we cannot be measured them directly, such as intelligence, political
attitude, verbal ability, ambition and racial prejudice. Such variables are called latent
and they are analyzed, summarized and studied by a family of methods and models as
for example factor analysis for continuous numeric variables. The structure of the
latent variables can be either univariate or multivariate. In the first case, a latent
variable can summarize the whole set of observables while in the latter a more
complicated structure underlies the observed variables. In the following we will

assume q latent variables denoted as yi, y2, ..., Yq.

A widely used method for the study of latent variables is factor analysis which
is a model based technique. It includes assumptions about the joint distributions over
a relevant population of involved variables and allows us to extract conclusions for
the population through goodness of fit, statistical significance and adequacy. We
associate observations with latent scores through a probability model.

Often, we collect observable variables which we believe to be indicators of
latent variables in order to indirectly measure them. These observable are called
manifest variables (or indicators). Here we assume p manifest variables: x1, X2, ..., Xp
with g<p.

An example of a latent measures is the intelligence of a population.
Unfortunately, intelligence cannot be measured directly like weight or volume. In this
case, intelligence is the latent variable of interest which we can be introduced to a
statistical model as a usual variable. The manifest variables can be the results of tests
such as verbal, numerical, 1Q performance test, since intelligent people can solve
problems described by such tests. In any case, we use our intuition so as to measure

the latent variables through suitable manifest variables. Thus, latent variables are
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hypothetical constructions invented by scientists in order to interpret the problem in
hand and for which no direct method of measurement exists.

The relationship between a dependent observable variable and the
independent latent variables is expressed via regression type model. The main issue in
factor analysis or in latent variable models is the reversion of the regression equation
in order to estimate the latent scores, for given values of the manifest variables.

A group of manifest variables often depends on the same latent variables. As
a result, correlations structures between these manifest variables is introduced. Truly,
this existence is an indicator of common source of influence. The goal of latent
variable models is to specify the dependences between manifest variables and whether
these dependences can be explained by a small number of latent variables.

Latent variable models have double use. We can use them either to find the
hidden latent variables under a set of data, or to detect whether a set of variables is
designed so as to measure specific notions. Of course, factor analysis is not the only
method which can be applied in such cases. There is a variety of methods and we

select the most appropriate ones according to the nature of the data; see Table 1.1. In

this thesis, latent trait model will be used.

Manifest Variables Latent Variables Method of Analysis
Continuous Continuous Factor Analysis
Discrete Continuous Latent Trait Model
Continuous Discrete Latent Profile Model
Discrete Discrete Latent Class Model

Table 1.1 : Classification of latent variable Models

1.1.2 The General Latent VVariable Model

Let x and y represent the manifest and latent variables respectively with
X =[X1, X2, ..., Xp], Y’=[Y1, Y2, ..., ya] and g<p. The latent variables should be less than
manifest in order to produce an identifiable model. Moreover, by this way a latent
variable model can be thought as a data reduction method which reduces the set of the

manifest values to the set of the latent ones.
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All latent variable models assume that the manifest values have a joint

probability distribution conditional on latent observations: ¢(x|y). When the density

function of y is h(y) then the unconditional density of x is:
f)=[ex|y)hy)dy  (11)

From (1.1) we wish to learn how the manifest variables depend on latent ones

through ¢ and h. Of course, it is not possible to infer about ¢ andh uniquely from f

without some assumptions about their form. The most important assumption is the
conditional independence which states that the manifest variables are independent of

each other given the values of the latent variables:

p(X]y) = (x| y)pa(X2|y)..00(Xe| y) = f[wi(xi 1Y) (1.2)

i=1

This is the so-called “conditional independence” assumption which play a crucial role
in latent variable models. An interpretation of (1.2) is that the latent variables create a
independence between the manifest variables and when latent variables have been
determined the manifest variables are basically random. Furthermore, it is assumed

that h and ¢i are of known form but depend on a set of unknown parameters. So, in

order to infer using h and @i from f we have to estimate the unknown parameters.

1.1.3 The Factor Analysis Model

The Factor Analysis Model for p manifest and q latent variables has the form:
Xi=caio+ainyi+...+aigyq+€i, 1=1..p (1.3)

where yi,..., yq are the latent variables, ei are the residuals and ai,..., aiq are the factor

loadings. The constant term aio does not play any role in the fitting or interpretation of
the model. If the manifest variables are measured in terms of their mean, then the

constant term can be eliminated from the model. The factor loadings are the
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covariances between manifest and latent variables (or correlations if the manifest
variables are standardized).
In factor analysis the latent variables are independent and follow the

standardized normal distribution. Moreover, the residuals ei are also independent

following the N(0,57), i=1,...p.

1.1.4 Estimation of the Parameters and Goodness of Fit

Let us assume that there is a population and a sample of size n from this
population and each of them has its covariance matrix. For the population covariance
matrix X(0), we know that its elements are given by specific functions of the
parameters of the model:0'=[01, 62, ..., 6k] where k is the number of parameters of
the model. With S we denote the unbiased sample covariance matrix which is
calculated by the above sample on the p manifest variables. The estimation of these
parameters is obtained by minimizing a discrepancy function between X(0) and S.
The most common estimation method minimizing a discrepancy function between
Y(0)andSare the Ordinary Least Squares (OLS), the Generalized Least Squares
(GLS) and the Maximum Likelihood (ML) which are described in the following
paragraphs.

The function for the Ordinary Least Squares (OLS) is given by the equation
1.4):

F[S, X(0)] = ZZ[Sij—Uij(e)]z (1.4)

i<j
where sijand o ij(0) are the elements of the unbiased sample covariance matrix Sand
the population covariance matrix X(0) respectively. Although, this function is useful
and extremely straightforward to apply, its implementation has major drawbacks. First
of all, the function of OLS dependents on the scale of the manifest variables. This
means that from using the sample covariance or correlation matrix may be produce
different estimation of 6. Furthermore, the elements of S are usually correlated and
have not equal variances. As a result, a simple measure of deviation between the

elements of X(0)and S does not seem sufficient.
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The Generalized Least Squares (GLS) minimizes the function (1.5) :

F[S, 2(0)] = %trace[(s ~¥(0))S —1]2 (1.5)

The drawbacks of OLS has lead to the definition of GLS. Here, the deviations
between the elements of X(@) andSare measured in the metric S™; see Everitt

(1984)
Last but not least, is the function of Maximum Likelihood (ML), which is given by
the equation (1.6) :

F[S, Z(@)]1=In|=(0)|—In|S|+trace[SZ(0) ']-p (1.6)

This function is obtained from a transformation of the log-likelihood of the
observations under the hypothesis that these have multivariate normal distribution and

S has a Wishart distribution. All of these functions have the following properties:

a. F(5,X@®)=0
b. F(S,X(0))=0if and only if S=X(0)
c. F(S,X(0)) iscontinuousinS and X(0)

As far as the goodness of fit, when we can assume a multivariate normal
distribution for the observed data then for (1.4) and (1.5), then

(n—=1) min F[S, ()] ~ X* where v=% p(p+1) —k (1.6)

1.2 Latent Trait Models

In the latent trait models the manifest variables are discrete and the latent ones
are continuous. These models were originally developed to solve problems in
educational testing. They are based based on the perception that human abilities vary
and the research subjects can be located on an ability scale under based on the
answers they give to a set of questions. The essential difference between factor
analysis and latent trait models is that special problems arise when the response data

are binary. The goals of the analysis are the same:
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a. Investigate the interdependences between manifest variables.

b. Examine if these interdependences can be explained by a small number of
latent variables.

c. The assignment of scores in each object for every latent variable based on

its answers.

When we working with binary data, we use one (1) to denote “success” or a
positive response and zero (0) otherwise. (Moustaki et. al, 2002, p.: 326-327). This
way of coding has the advantage that if we sum the answers in every row of the data
matrix we can find the total number of positive responses. Many times, responses
denoting by one (1) are the key-answers; a row of data is simply a string of zeros and
ones e.g. 00111001001

Each row of the data matrix is called response pattern. For p manifest 27
possible response patterns will exist. For instance, if we have p=2 then there exist 4
response patterns: 00, 01, 10, 11

If the sample size n, is large then inevitably many patterns will appear
repeatedly. So, it is more convenient to present a list of possible pattern response with
its respective frequencies as for example in Table 1.2 for the case p=2 manifest

variables.

Patterns Frequencies

00 35
01 42
10 2

11 18

Table 1.2: Response Patterns of binary data and its frequencies

When the number of variables p is large, some patterns may not be observed.
Such simple factor analysis is not appropriate since the manifest variables cannot be
considered as normal (or more generally continuous random variables) which is one
of the basic assumptions in this model.

In order to surpass this difficulty, we need a modified model which will be
able to correlate the latent variables with manifest binaries. It is possible achieve
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this using two different approaches. In the first approach a lot of characteristics from
factor analysis are conserved. This can be succeeded by the use of an underlying
variable for each i which is revealed partially to the binary Xi(Moustaki et. al, 2002,
p.: 331). Then the factor model is maintained for this normal underlying variable. A
more straightforward approach, is to adopt a logistic regression of the factor analysis

model.
1.2.1 The Logit Latent VVariable Model

In order to choose the regression function, we must take into consideration the

regression of Xi to latent variables is E(Xi|y) i.e. the expected value of Xi giveny.
In binary responses the expectation E(Xi|y) is equal to the success probability
(Bartholomew et. al, 2011, p.: 78). Thus, we need to specify the form of the zi(y) as

a function of y1, y2, ..., yq. The chosen function is known as link function or response
function and one would expect to be monotonic. Since it is a probability we know that
0< 7i(y)<1.

The conditional distribution of xigiven yis:

gi(Xi|y) ={m(y)Y ' {L-7i(y)} (1.8)

The gi(xi|y) belongs to the exponential family and the general linear latent variable

model transforms to:

logit zi(y) = aio+ f} aiiyi where logit zi(y) = log (%} (1.9
j=1 — TTi

With the transformation of zi(y) using the logistic transformation we are able

i(y)
1-7i(y)

called the odds of the success. In psychometry, zi(y) is known as item characteristic

to write the model as linear function of the latent variables. The ratio is

curve or item response function (IRF). The parameter aix defines the change of the

slope of IRF along the average values. This means that, a given change iny:, will
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cause a bigger change in the positive response probability when aiis big rather than
be small. For this reason, in the item response theory it is known as discrimination
parameter. The increase of the parameter aio increases the probability for all values of

y1 and is called difficulty parameter.

Item Characteristic Curves

1.0

0.6
|

04

0i0=-3.36 ai1=0.83
0i0=-1.37 ai1=0.72
0i0=-0.28 «i1=0.89
ai0=-1.87 0i1=0.69
0i0=-3.12 ai1=0.66

Probability of positive response

0.2

0.0
|

Latent variable y

Figure 1.1: Several logistic response functions for various parameters (Source Rizopoulos,2006)

The Logit Model depends on three main assumptions:

1. Conditional independence (or Dependent independence)
2. The form of the link function

3. Independence and normality of the latent

Concerning the conditional independence we assume that the latent variables
explain all correlations between the manifest variables. This assumption can be tested
only by checking if the model is well-fitted to the data. A model of latent variables is
well fitted when the latent variables can explain the greater part of the manifest
correlation.

The selection of the link function is arbitrary and usually no or minor differences

are observed for different choices. Nevertheless, the Logit and the Probit (or Normit)

17



are the two most popular choices. Since logit(rzi(y)) =£®’1(m(y)), it is clear that

e
the Logit and Probit model are very close. Obviously, the factor loadings o s, in the
Probit model will be less by v3/x than the factor loadings of Logit model. These
models are almost equivalent, theoretically but the Probit model has not the
sufficiency property of the linear component X and is more preferable in Economics
and related sciences (Bartholomew et. al, 2011, p.: 86).

Finally, the latent variables are usually assumed to be independent and that they
follow the standard normal distribution N(0,1). We adopt this distribution due to its
advantages in the rotation. Nevertheless, other distributions can be used without major
differences. The selection of the distribution of the latent variables does not seem to

affect the interpretation of the analysis (Bartholomew et. al, p.: 336).
1.2.2 Estimation of the Parameters

The parameters can be estimated using various approaches; see Section 1.1.3. The
most widely used method to obtain the MLEs is the E-M algorithm (Expectation-
Maximization algorithm). It is an iterative procedure of optimization. This method
was first used for latent models by Block and Aitkin (1981). With this algorithm we
can estimate parameters in models which depend on latent variables. The concept of
the E-M algorithm is the following.

In the expectation step (E-step), a function is created for the expectation of the
log-likelihood using the current estimate for the parameters, then in maximization step
(M-step), the parameters are calculated by maximizing the expected log-likelihood
from the E-step. These estimated parameters are used to define the distribution of the
latent variables in the next E-step. This procedure is iterated until convergence is
attained (i.e. the estimations do not change between consecutive iterations).

In some cases EM fails to obtain the MLEs. Such cases are called Heywood case
and appear when:

1. When the sample size is small (less from a few hundred).

2. When the number of variables is small.

3. Extract more latent factors than are present (see Bartholomew et al, p.:67,

2011)
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This situation is not as serious as it seems. First of all, when the estimated
parameters become very large, the likelihood does not change so much and the fit of
the model is hardly affected. Knott and Albanese (1992) pointed out that when large
estimated values appear then, as a matter of fact, some loadings are infinite. In such
cases we can adopt a cut-value in the iterative algorithm (cut-value=10) and when any
parameter reaches it, the algorithm will be terminated. Today we can use many
packages (in almost every statistical program) to apply the E-M algorithm. For
instance, in R the appropriate package is “EMCluster”. Also, other packages for
Latent Trait Models have been created where the E-M algorithm is included, such as
“Itm” package. More details for this algorithm can be found in Bartholomew, Knott &
Moustaki (2011).

1.2.3 Goodness of Fit

The goodness of fit of a model can be checked by various ways. These ways
can be applied separately or all together, complementary and are presented in the

following paragraphs; see Bartholomew and Tzamoyrani (1999).

The Global Test: In order to check the goodness of fit of a model, we compare
the observed and expected frequencies of the pattern responses. In fact, the fit of the
models is achieved by minimizing the observed and the expected frequenies. So, the

minimum proximity is an obvious measure of goodness of fit. A test based on this, is

the G statistic, the logarithm of the likelihood ratios:

220(0 |nEm (1.10)

where r is a pattern response, O(r) is the observed frequencies of r and E(r)is the

expected frequencies of the same r.

An alternative way is to use a simple Pearson Chi-square test given by

[0 ~EOF
Zl EQ) (1)

19



Both of them, follow a X2 distribution with {2P-p(q+1)-1} degrees of
freedom. If the sample size, is much larger than 2P, then the observed and expected
frequencies will be large enough and the approximation will be valid.

However, if the number of the binary variables is large, in many response
patterns we will observe low expected frequencies. These tests require observed
frequencies of size five.

Suppose that p=25, then there are 2P>5 millions of possible response pattern
and even with a sample of few thousands, many expected frequencies will be small.

Then, both the X2 and G? statistics cannot be assumed that are chi-squared distributed.

Margins Test: Such is based on the residuals calculated from the marginal
frequencies of various combinations of the oservables. It is known that a set of
response pattern is equal to a set of marginal probabilities. The first order margins
P( Xi=1) do not contain any information about the dependencies among the manifest
variables.

On the other hand, the higher order margins (such as the second order
marginal probability P( Xi=1, X;j=1), and all other pairwise probabilities) do contain
such information about pairwise association. Thus, we can use two way margins to
check the fit of the corresponding marginal frequencies. This can be achieved through

the construction of 2x2 marginal tables.

The comparison is completed through Chi-square residuals ei :ﬂ
where O is the observed frequencies and E is the expected. The squared residuals ei’
are the contributions to Chi-square statistic for 2x2 margin table.

The Chi-square residuals are not independent for each cell of the 2x2 marginal
tables. As a result, they cannot be summed in order to give a global Chi-square test. A
rule of thumb is to test for each cell since it is Chi-square distributed with one degree
of freedom (Bartholomew & Leung 2002). If the residual value is greater than 3.5
then there is an indication of poor fitting in 5% significance level. It is important to
notice that through the use of a marginal test information is some truly available, we
reject the null hypothesis and the fit of the model concerns some marginal tables are
rejected.
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The interpretable G* percentage: An incomplete description of a model can be useful.
Even if this model can left some points without interpretation, it can capture some
interesting data traits. The idea is to use the interpretable percentage of statistic of the
logarithm of the likelihood ratio for independence model, which is interpreted by a

model with q latent variables:

2 2

2 G0 Gq
%G =G—><100 (1.12)

2
0

where G; is a measure of association among manifest variables and G is a measure
of association among of the residuals between manifest variables which has not
interpreted, for a q latent variables model. Therefore equation (1.12) measures the

improvement in the likelihood of the model with g latent variables and loosely

speaking the percentage of the correlation structure of the data.
1.2.4 Factor Scores

The estimation of the factor scores in latent trait models is more complicated
than in factor analysis. Here, we are trying to identify an appropriate prediction
element for every latent variable, having observed the manifest ones. If we use

regression’s terms we can say that we use the conditional expectation:
E(yi| X4,..., Xp) J=1,...9 (1.13)

Unfortunately, these conditional expectations are no longer linear

combinations of the manifest variables Xi,..., X p. Nonetheless, for the logit link

function are monotonic function of the component scores:
p -
xj:Zaini, 1=1...9 (1.14)
i=1

For the logit link function, the result of the component x; includes all the
information in the data of latent variables, regardless the hypothesis about the

distribution of yj. On the contrary, the E(yi| X4,..., Xp) itself will vary depending on
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the distribution of the latent variables. This property of non-volatility is a good reason
to prepare the factor scores of components (Moustaki et. al, 2002, p.:350).
For a given distribution of the latents, it is also possible to calculate the

conditional standard deviations: o(Yi| X1,..., Xp), J=L...q. In the assessment of the

classification of the response patterns, the estimated standard deviations should be
taken into consideration in order to detect whether the factor scores are characterized
by high or low uncertainty.

1.2.5 Rotation

When we are fitting a model with multiple latent variables the MLE solution is
not unique. A vertical rotation of the latent variables which is connected with the
corresponding rotation of the estimated loadings maintains the likelihood
unchangeable. So, we are able to search for a rotation with more convenient
interpretation. The rotation does not produce a new solution of the model but describe
the initial solution in a different perspective. Thus, in all different rotated solutions the
fit of the models remains unchangeable. Non-orthogonal rotations also exist but
orthogonal rotations are preferable due to their property of independence.

However, the uncertainty of the estimations is increased rapidly with the
number of the latent variables. It should be seriously considered, whether it is
worthwhile to fitting models with more than two latent variables for medium sized

datasets.

1.3 Latent Variable Models For Ordinal Data

Here we consider models with ordinal categorical responses. For example,
when we ask about the decisions of the government about the financial crisis the
suggested answers could be: “strongly agree”, “agree”, “disagree” and “strongly
disagree”. The response can belong only to one category and the categories are
ordered according to their power of approval. Any ordinal categorical variable can be
transformed to a binary variable with the union of categories resulting in a loss of
information. The ordinal variables with more than two categories are referred to as

polytomous ordinal variables.
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In social sciences, market surveys and psychometric tools response are usually
recorded by ordinal variables. Ordinal scales with five levels are known as Likert
scales (Moustaki, 2002). Frequently an additional category which is out of the ordinal
classification exists to express denial to respond such as “I do not know” or “I do not

wish to answer”.

1.3.1 The Two Main Approaches

The two most important approaches to model ordinal responses are the
Underlying Variable Approach (UVA) and the Item Response Theory (IRT). The first
approach is used in structural equation modeling. It is based on limited information
estimation methods which is its main drawback compared to IRT. Moreover it is an
extension of the normal linear factor model which uses further the polychoric
correlation matrix. Polychoric correlation is a technique for estimating the correlation
between two normally distributed continuous latent variables from two observed
ordinal variables.

On the other hand, in IRT, the observed variables are treated as they are. In
this approach, we do not have any loss of information because the item of the analysis
is the whole response pattern. Within the IRT framework Verhelest, Glas and
Verstralen (1994), Zwinderman (1997) and Glas (2001) discussed the one-parameter
logistic model with covariate effects (Rasch Model). Moustaki (2003) developed a
general IRT framework similar to SEM (Structural Equation Modeling). The SEM
approach provides a general framework that also allows for covariates which are
allowed to affect the manifest variables either indirectly (through the latent variables)
or directly (using regression type either associations). The foremost applications of
IRT can be found in educational testing in which analysts are interested in measuring

examinees’ ability using a test that consists of several questions.

1.3.2 Item Response Theory (IRT)

The Item Response theory was based on the general latent variable model formulation
for binary data; see Section 1.2.
The assumptions of an IRT model are:

1. The latent variables are independent standardized normal distributed.
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2. The ordered responses are independent given the latent variables.

Let us assume p manifest ordinal variables Xi,Xz,...,Xp With mi categories
and q latent i, y2,..., yq . Each category has its own response probability, zis(y)

which is interpreted as the probability of that a response lies in the category s for the

xi variable, given that we have observed y.

Response Probabilities

Categories 1 2 .. S e mi

Res. Prob.  7ig(y) i(y) e 7ie(Y) e imi(y)

Table 1.3: Response Probabilities for each category

We choose randomly a category s such that 1<s<mi and we divide the
categories into two groups. The first group has the categories from one to s and the
second one has the rest of them. In such way, it is possible to specify the cumulative

response probabilities for each group as:

vie(y) =P(xi <)

=7i(y) + 7i(y) +...+ 7ie(y) (1.152)

1-yie(y) =P(Xi >S) = 7mie+)(Y) + mie+ 2(Y) +...+ mimi(y)  (1.15b)

Thus, the logistic probability of a response in s category can be represented by

considering as success probability the yis(y) or the 1—yis(y). We prefer the second

one, because it is directly connected to the binary case and it is easier to handle the

indicators. So, under this formulation the ordinal logit model is given by

—7Yi(s d
log {17—()@)} = ai(s)+Zaijyj where s=1,...,mi-1 and i=1,....p  (1.16)
yie(y) 1

This model is called proportional odds model. The name comes from the fact

that in the case of one factor, the difference between two cumulative logits for two
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7ie(y1) 7ie(Y2)

proportional to the latent y1—y2. The constants ais) for each category denote the fact

persons with factor scores yi and y2 i.e. Iog{

1—7i(s>(y1)}_ log {1—7«9(3/2)} i

that as the limit of aiw increases for a response, then the difficulty of each variable
increases too. Moreover these constants are providing the log odds of being in
category s or higher when the latent scores are zero These constants are ordered as:
aiy <ai@) <...<aimy or with the opposite direction of inequalities depending on the
nature of each variable. Nevertheless, factor loadings aj are common across all the
categories of the observable variables. In other words, the discrimination capability of
each variable does not depend on the point of the division of the categories into two
groups. The parameter aj is called discrimination parameter for y; and has the same
meaning as in the binary case.

The factor loadings aijcannot be interpreted as correlation coefficients as in
usual factor analysis. This can be achieved by transforming the factor loadings. Then,
they renamed to standardized factor loadings or standardized discrimination

parameters and are given from:
dij

Zq:aijz +1
\} =1

It is desirable to have all standardized discrimination parameters close to one since

st.aij = (1.17)

such values indicates strong association between the latent and the corresponding
manifest variable.

Since the latent variables are assumed to be standard normal random variables,
an individual with latent scores equal to zero (at the point y=0), may be described as a
“median” or typical individual. Through this way, the effect of the difficulty
parameter on the probability of a positive response can be understood in more
straightforward manner since:

—1 fm—

1+exp(ais)

poi(s) _ 1-yis(y =0)
yie(y =0)

yio(y=0)=
(1.18)
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The probabilities 7i¢s)(y) are calculated from:

7is)(Y) = yis(Y) —yis-o(y) with s=2,...,mi (1.19)

Moreover it holds that yig(y) = ziw(y) and yimi(y) =1. We refer to ris)(y) as the
category response function.

Such models are known as the cumulative logit model for ordinal variables
when all variables (responses and covariances) are observed; see Agresti Section 7.2,
2002.

1.3.2.1 Fitting of the Model and Goodness of Fit

The model can be fitted using the same procedure with that of latent trait
model which is based on maximum likelihood method. Furthermore, the goodness of
fit of the model is conducted by the same criteria as above; see equations
(1.10)-(1.12). The problem of sparseness in the case of polytomous data is more
evident than for models with other type of data. If there exist mi categories for the i
variable, then the total number of response patterns is (mMixmzx...xmp). We can
overcome this situation by grouping the response patterns or by merging the
categories of some variables. Usually, specific categories of responses are rarely
observed in practice. As a result, merging them with neighbor categories does not
cause severe loss of information. This reduces the number of categories, effectively,
without deteriorating the ordinality of the variable under study.

The degrees of freedom for G*and X?(see equations 1.10 and 1.11) is equal
to the number of response patterns, after the grouping, minus the number of the
independent parameters decreased by one. If there is no grouping the degrees of

freedom are equal:

P
d.f.=(mixmax..xmp) = > mi—p-pg-1 (1.20)

i=1
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The goodness of fit can be tested by the examination of the margins of second
order (or even higher). The distribution of any two variables can be presented in a two

way contingency tables; see Section 1.2.3.
1.3.2.2 Factor Scores

Factor scores can be estimated for the ordinal latent logit model in a
similar manner. Although the simplicity of the binary case does not exist in such
cases, two different methods can be used. The first method refers to the calculation of
the expected values of the latent variables, given the observed; see equation (1.13). In
the second method the components scores can be used; see equation (1.14).
Component scores are the linear combination of observable variables and factor
loadings. Both methods give the same results.

In the general case, component scores do not include the whole information
about the latent variables. So, the first method is more reliable but has
implementation difficulties.

More details about the IRT will be present in Section 1.4 where a dataset is

analyzed by using the R package “Itm” (Rizopoulos, 2006).

1.4 Example

The data for this example consist of five ordinal manifest variables which are
measuring the attitudes to the role of government. The data set is from the 1996
British Social Attitudes Survey (BSA); see Moustaki (2003). Responders were asked
if the government should or not:

1. provide a job for everyone who wants one (variable JobEvery)
keep prices under control (variable PrinCon)

2

3. provide a decent standard of living for the unemployment (variable LivUnem)
4. reduce income differences between the rich and the poor (variable IncDiff)

5

provide decent housing for those who cannot afford it (variable Housing)

The response alternatives given to the responders were: definitely should be
(1), probably should be (2), probably should not be (3), definitely should not be (4).
After excluding the missing values, the sample size is equal to 822 responders.
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First, we provide some descriptive information about the five ordinal variables
and then we will make IRT analysis in R with the help of the package “Itm”. We fit
both, the constrained and the unconstrained model. In the constrained model we
consider all discrimination parameters equal with a constant (which is estimated). On
the other hand, in the second model all discrimination parameters are unequal to each

other (and also are estimated).
1.4.1 Descriptive Analysis
The percentages for each category of each variable are given from Table 1.4

and Figure 1.2. It is clear that the minority of the responses fall into “definitely should

not be” for every variable. On the other hand, the majority of the sample has given

positive response in every question.

JobEvery 30.05 38.81 19.34 11.80
PrinCon 43.31 41.73 10.22 4.74
LivUnem 29.32 49.03 15.09 6.57
IncDiff 36.37 31.75 21.53 10.34
Housing 37.59 50.85 9.25 2.31

Table 1.4: Descriptive Information for all variables in percentages of Example 1.4

= definetely should be

= probably should be
probably should not be
definitely should not be

Housing

IncDiff

PrinCon

LivUnem

JobEvery

o o
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o
>
S
o |
S
o |
S

100 120

Frequency %
JobEvery: Job for everyone, PrinCon: Prices under control, LivUnem: Standard of living for the unemployed,

IncDiff: Reduce income differences, Housing: Decent housing

Figure 1.2: Graphical representation of the distributions of ordinal variables of Example 1.4
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1.4.2 Application of IRT

Before proceeding to the fit of the model we will provide and comment
the descriptive statistics of the data set. The Cronbach’s alpha values are presented in
Table 1.5. This measure takes values in the interval [0,1] (mathematically can take
values also out of this interval). It is a coefficient measuring the internal consistency
of the questionnaire. Internal consistency refers to the intercorrelations among test

items. Cronbach’s alpha is calculated from the following equation:

a- L{z(’q (1.21)

K-1| o}

total

where Kis the number of the observable variables, Zakz IS the sum of the k item

score variances and o, is the variance of scores on the total measurement. From the

above equation, it is clear that alpha may also take negative values. In such cases, the
integrity of the scores is being disputed. For example, negative alpha can arise when
the item score variance is grater that total score. Then the items are measuring
different concepts and internal consistency does not exist between item scores; see
Ritter (2010). High values of alpha close to one are more desirable. A rule of thumb
requires a reliability of 0.7 or higher before any analysis in order to ensure that the

internal consistency is high.

Cronbach's alpha value

All Items 0.7776
Excluding JobEvery  0.7194
Excluding PrinCon 0.7726
Excluding LivUnem  0.7317
Excluding IncDiff 0.7160
Excluding Housing  0.7366

Table 1.5: Cronbach’s alpha for the manifest variables of Example 1.4

Thus, from Table 1.5 we can see that internal consistency is in an acceptable level for
this dataset.

29



Itemi Itemj p.value

1 2 0.001
1 5 0.001
2 3 0.001
2 4 0.001
2 5 0.001
3 5 0.001
4 5 0.001
1 3 <2x107°
3 4 <2x10™°
1 4 <2x10™°

Table 1.6: Pair-wise associations for the manifest variables of Example 1.4

Table 1.6 depicts all pair-wise associations. It is useful to inspect the data for
the evidence of positive associations. This check is performed by the constructions of
all  2x2 contingency tables for all possible pairs of items and by evaluation the
corresponding Chi-squared p-values. It is clear that in all pairs, the null hypothesis of
independence is rejected. This means that all pairs are associated and this association
structure has been modeled by one or more latent variables.

1.4.2.1 The constrained model
We fit the model which is defined by equations (1.18) and (1.19), using the

“grm” command from “Itm” R package. For this model the discrimination parameters

are considered constrained common for all variables.

-4318.79  8669.58 8744.97

Table 1.7: Main Characteristics of the constrained model for Example 1.4

Table 1.7 presents the maximized log-likelihood value, the AIC and the BIC
criteria for the constrained model. These measures are used to compare constrained
and the unconstrained models.
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Table 1.8 provides the estimated coefficients of each variable and their
corresponding standard errors. The estimated discrimination parameter is 1.858 for all
variables. Therefore, for any given change in the latent variables, all manifest
variables change I in a similar way in terms of probability. In the follow, the goodness

of fit of the model is checked through two and three way margins.

JobEvery  value std.err
Extrmtl -0.696 0.066
Extrmt2 0.685 0.080
Extrmt3 1.629 0.782
Dscrmn 1.858 0.073

PrinCon

Extrmtl -0.188 0.060
Extrmt2 1.405 0.074
Extrmt3 2.265 0.769
Dscrmn 1.858 0.073

LivUnem

Extrmtl -0.719 0.066
Extrmt2 1.091 0.126
Extrmt3 2.080 0.142
Dscrmn 1.858 0.073
IncDiff

Extrmtl -0.463 0.062

Extrmt2 0.652 1.336

Extrmt3 1.739 1.322

Dscrmn 1.858 0.073

Housing

Extrmtl -0.420 0.062
Extrmt2 1.620 0.093
Extrmt3 2781 1537
Dscrmn 1.858 0.073

JobEvery: Job for everyone, PrinCon: Prices under control, LivUnem: Standard of living for the unemployed,

IncDiff: Reduce income differences, Housing: Decent housing

Table 1.8: Coefficients of the constrained model of Example 1.4
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Tables 1.9 and 1.10 assess the lack of fit for two and three way marginal
tables. In Table 1.9 the upper diagonal part contains the chi-squared statistic.
Obviously, the lowest value is the better. The lower diagonal part indicates the pairs
for which the statistic exceed the threshold value. In both tables the triple asterisks
denotes significant differences between observed and fitted values. Here since three

out of six two way tables and two out of ten three way table indicate problems in the

fit of the model a more elaborate model might be needed.

JobEvery - 30.18 48.13 19.63 21.58
PrinCon - 90.63 31.18 61.73
LivUnem ool - 16.74 83.90
IncDiff - 23.58
Housing ool kel -

JobEvery: Job for everyone, PrinCon: Prices under control, LivUnem: Standard of living for the unemployed, IncDiff: Reduce

income differences, Housing: Decent housing. The “***” indicates pairs with lack of fit

Table 1.9: Pearson Chi-squared test for two-way Margins for the constrained model of Example 1.4

Itemi Itemj Itemk (O-E)2/E
2 296.43 ***
132.02
146.77
121.74
220.85
112.16
217.13
362.54 ***
4 172.54
3 4 5 158.70

The “***” indicates triplets with lack of fit

Table 1.10: Pearson Chi-squared test for three-way Margins for the constrained model of Example 1.4

) I ST I Y e B B S B e N S
w| w & w w NN
al ol » al al » gl | w

1.4.2.2 The unconstrained method

In the unconstrained model the discrimination parameters are different for
each variable. Comparing AIC and BIC values from the Tables 1.7 and 1.11, it is
obvious that the unconstrained model is clearly better.
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Table 1.11: Main Characteristics of the unconstrained model of Example 1.4

In the Tables 1.12a and 1.12b we depict the estimated coefficients of each
variable accompanied with their standard errors. The discrimination parameter for
each variable is available. Using this model, we assume different effect on the
response for the same change of the latent variable. The latent variable has the highest
effect on the variable which records whether the government should provide or not a
decent income for the unemployment (LivUnem). On the contrary, PrinCon, is

influenced less by the latent variable.

JobEvery value std.err
Extrmtl  -0.706 0.072
Extrmt2  0.694 0.095
Extrmt3 1.655 0.848
Dscrmn 1.779 0.143

Extrmtl  -0.270 0.079
Extrmt2 1.838 0.394
Extrmt3 3.040 3.286
Dscrmn 1.175 0.109
Extrmtl  -0.664 0.064
Extrmt2 1.011 0.235
Extrmt3 1.911 2.995
Dscrmn 2.242 0.187

JobEvery: Job for everyone, PrinCon: Prices under control, LivUnem: Standard of living for the unemployed,

Table 1.12a: Coefficients of the unconstrained model of Example 1.4
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IncDiff value std.err

Extrmt2 0.618 0.102
Extrmt3 1.637 1.156
Dscrmn 2.101 0.169
Housing

Extrmt2 1.477 0.826
Extrmt3 2.517 17.385
Dscrmn 2.311 0.207

IncDiff: Reduce income differences, Housing: Decent housing

Table 1.12b: Coefficients of the unconstrained model of Example 1.4

Similar to the previous approach, Tables 1.13 and 1.14 present the lack of fit
in two and three way marginal tables. Although, the unconstrained model seems to be
better than the constrained one it still fails in three cases in total (two in bi-

dimensional marginal table and one for three dimensional marginal table).

JobEvery PrinCon LivUnem IncDiff Housing ‘
JobEvery - 52.14 56.35 18.85 29.60
PrinCon - 50.76 24.40 31.87
LivUnem folelal - 21.29 58.72
IncDiff - 24.47
Housing ikl -

JobEvery: Job for everyone, PrinCon: Prices under control, LivUnem: Standard of living for the unemployed, IncDiff: Reduce

income differences, Housing: Decent housing. The “***” indicates pairs with lack of fit

Table 1.13: Pearson Chi-squared test for two-way Margins for the unconstrained model of Example 1.4
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Itemi Itemj Itemk (O-E)2/E

1 2 3 325.88 ***
1 2 4 134.44
1 2 5 188.33
1 3 4 148.75
1 3 5 211.01
1 4 5 139.17
2 3 4 139.01
2 3 5 160.98
2 4 5 119.15
3 4 5 168.96

Table 1.14: Pearson Chi-squared test for three-way Margins for the unconstrained model of

Examplel.4

Table 1.15 clearly suggest that the unconstrained model is better according to
AIC and BIC. Moreover the significance test rejects the null hypothesis that all

discriminations parameters are equal with p-value<0.001.

AIC BIC log.Lik LRT df p.value
Const. model (same discr.) 8669.58 8744.97 -4318.79

Unconst. model (non same discr.) 8636.10 8730.33 -4298.05 4148 4 <0.001

Table 1.15: Anova for Constrained and Unconstrained models of Example 1.4

The fitted unconstrained model is illustrated in the following figures. From the
item characteristic curves for each variable (in Figures 1.3 and 1.4) it is obvious that
there is low probability of endorsing the first category (“definitely should be”) for
high value of latent of scores. Therefor the questions of the survey are not considered
as the main criteria about the role of the government. This conclusion is also reached
by the test information curves from which we can observe that the set of five (5)
questions provides 65.6% of the high latent traits. Furthermore, in the item
information curve it is clear that the variable which represents whether the
government should or not keep prices under control (PrinCon) provides little
information in the whole latent trait field. It is possible to check this numerically by

using the results in Table 1.16.
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Item Response Category Characteristic Curves Item Response Category Characteristic Curves

Item: JobEvery Item: PrinCon
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Figure 1.3: Item Characteristic Curves (ICC) for each variable of Example 1.4
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Figure 1.4: Item Characteristic Curve (ICC), Item Information Curve(l1C) for each variable and Test

Information Function of Example 1.4

Test Information ‘

Total Information = 22.64
Information in (-4, 4) = 22.19 (98.03%)

Table 1.16: The amount of test information for the fitted model based on all variables of Example 1.4
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Item Information (PrinCon)

Total Information =2.5
Information in (-4, 4) = 2.2 (87.89%)

PrinCon: Prices under control

Table 1.17: The amount of test information for the fitted model based on PrinCon variable

of Example 1.4

The variable which records whether the government should or not keep prices

under control (PrinCon) provides only %:11.04% in the total information.

This variable (and the corresponding question) can be excluded from a similar future
study since its contributions in the total information is minor.
Last but not least, a very useful comparison between items can be achieved by

plotting the Item Response Category Characteristic Curves.

Item Response Category Characteristic Curves Item Response Category Characteristic Curves
Category: 1 Category: 2
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o | |
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Figure 1.9: Item Response Category Characteristic Curves

Nonw of the items have similar or identical curves for all categories and this

indicates that the categories clearly have not the same effect on the configuration of

the attitude to the role of the government.
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1.5 Discussion

The goal of the first chapter was to present the theoretical basis of this thesis
through classical statistical approach. The general theoretical frame of the latent
variable models was presented. The next step was to limit the general frame into
special case of the latent trait models. Also, the binary and the ordinal case for the
latent trait models were presented. The application was based on the field of latent
trait models for ordinal data under the IRT approach, which is the main issue of this
dissertation. The R package “Itm” was used for the example of this chapter.

In Chapter 2, the Bayesian approach will be presented. Under this approach
latent models will also be explained. In the same illustrative example as in Section 1.4
we fit the corresponding Bayesian models using WinBugs and we compare results.
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CHAPTER 2: BAYESIAN MODELS FOR LATENT VARIABLES

2.1 Bayesian Statistics

The blossom of Bayesian Statistics was at the late years of the 20™ century.
Until then, Bayesian Statistics were only an interesting alternative mathematical
approach to the classical mainstream statistics. In classical statistics, the under
estimation are considered fixed unknown quantities. On the other hand, in Bayesian
statistics these parameters are considered as random variables and are characterized
by a prior distribution. The combination of this prior with the classical likelihood
leads to the posterior distribution of the parameters of interest on which the statistical
inference is based in the Bayesian paradigm.

Similarly to any scientific approach the Bayesian approach, has both
advantages and disadvantages. Its main advantages are that it is based on pure
probability theory and can incorporate information from previous studies or experts
via the prior distribution. However, the Bayesian approach was also criticized for the
subjectivity which may be introduced via the prior distribution. Moreover, difficulties
arise in the computation and the interpretation of the posterior distribution.
Nevertheless, the Bayesian approach mimics the human logic. As a human can change
his mind when the circumstances are changed, the same procedure is applied in the
Bayesian approach.

In order to compute the posterior distribution we use the Bayes’ Theorem:

_Slo)f(o)

S(aly) )

f(a|yl,...,yn)mt[f(yiIa)f(a) (2.1a)

where f(y|a)is the likelihood of the model and contains the available information
provided by the observed sample, f(a) is the prior distribution of parameters and

f(y)is the normalizing constant with respect to parameters and has computing
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difficulties. In other words, the posterior is proportional to the likelihood multiplied

by the prior:

Posterior o Likelihood x Prior (2.1b)

The prior distribution expresses the information which is available to the
researcher before any data set is involved in the statistical analysis and its
specification is important because it influences the posterior inference. Often, it is
enough to specify the prior mean and the prior variance. Through the prior mean we
obtain a point estimate or guess for the parameter of interest. The uncertainty of the
estimate is expressed via prior variance. When a priori it is believed that this estimate
is accurate then the prior variance must be set low, whereas ignorance or uncertainty
about the prior mean can be expressed by a large prior variance. When the prior
information is available then it should be represented via the prior distribution. The
procedure of extracting information is called elicitation of prior knowledge from
experts and transform it in prior distribution (Ntzoufras, 2009 p.5).

Unfortunately, usually no prior information is available. In such cases, we
have to identify a prior distribution which will not influence the posterior inference
and “let the data speak for themselves”; (Ntzoufras, 2009, p.:5). These distributions
are called nominformative, low-information or vague prior distributions. A usual
noninformative improper prior distribution is the uniform prior distribution over the
parameter space i.e. f(a)ocl. Thos distribution is called “improper” since it does not
integrate to one and can be used without any problem given that the resulting
posterior will be proper.

Summary measures such as the moments of the posterior distribution can be
used in order to infer, taking into consideration the uncertainty of the parameter

a'=[a,az,...,an] . Measures of central location such as the posterior mean, median
or less frequently the mode can be used as point estimations, whereas the q/2and
1—q/ 2 posterior quantiles can be used as (1—q)100% posterior credible intervals

providing a Bayesian alternative to classical confidence intervals. The main difference
between the credible and the confidence interval is its interpretation. For instance, a
95% confidence interval for a parameter a means that: if we construct 100 confidence

intervals, we expect 95 out of 100 intervals to contain the true value of a. However, in
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a 95% credible interval, the probability that a will lie within the credible interval is
equal to 95%.

Due to the Bayes rule, it is possible to infer for any parameter « of interest,
even when the observed data are collected sequentially at different time-points. So,
the Bayesian theory, provides an easy instrument to update the knowledge as far as
the parameter « of interest.

To sum up, in a Bayesian model, we have to fully specify both the prior
distribution and the likelihood. Then we focus on the description of the posterior
distribution using descriptive measures and density plots. Summarizing the whole
procedure, it can be divided into four main steps:

1. Model building: take into consideration a model (prior, likelihood,
parameters) with reasonable assumptions, appropriate to the conditions of the
survey.

2. Calculation of the posterior distribution which can be achieved with suitable
computational methods.

3. Analysis of the posterior distribution: the analysis is made via descriptive
measures, plots and credible intervals.

4. Inference: conduction of conclusions concerning the problem in hand.

Of course, after these steps, diagnostic tests must be applied, as far as the
appropriateness of the adopted model. Furthermore, we have to keep in mind the
robustness of the posterior distribution which can be monitored via the sensitivity
analysis, where we evaluate differences of the posterior distribution over different
prior choices.

The Bayesian approach also provides a realistic theoretical frame for the
prediction of the future observations via the predictive distribution. This distribution
is equivalent to the fitted values in classical approach but in this case we directly deal
with an associated distribution. The predictive distribution is also a useful tool for
checking the model rather than a single predicted value and its goodness of fit. For
more details see Section 2.2.

The target posterior distribution is not always tractable. In the past (at 1970s)
this intractability was surpassed through conjugate prior distributions. These priors

are characterized by the following property: both prior and the posterior belong to the

41



same distributional family. Later, (at 1980s) the difficulty was overcome via
asymptotic approximations of the posterior. In 1990 Markov Chain Monte Carlo
methods were introduced to the literature. Using these methods we can obtain samples
from the posterior without its direct calculation (Gelfand and Smith, 1990; Gelfand et
al., 1990).

The idea of the MCMC methods is to generate a random sample from this
distribution and estimate the posterior. The estimation can be achieved using posterior
summaries (posterior mean or variance), plotting marginal posteriors even estimating
posterior dependencies through sample correlations.

The methodology behind MCMC methods is relatively straightforward. We
construct a Markov chain which has as a stationary distribution, the posterior
distribution of interest. Every iteration of the algorithm depends only on the previous
one. Finally, we can use this chain to generate a sample from the stationary target
posterior distribution. The most famous MCMC methods are the Metropolis-Hastings
Algorithm and the Gibbs Sampling. For more details see Ntzoufras (2009, Chapter 2).

2.2 Sampling from Posterior Distribution

Bayesian inference is based on the posterior distribution of the model
parameters. Unfortunately, the form of this distribution is rarely known form. Usually,
the posterior is available up to a constant [see equations 2.1a & 2.1b]. Markov Chain
Monte Carlo techniques are implemented in order to obtain samples from the
posterior which are used for the estimation of the posterior distribution and its
summaries.

The basic idea belongs to Metropolis et al. (1953). Metropolis proposed to
construct a irreducible, aperiodic Markov chain whose the stationary distribution is
the posterior distribution. If the chain “runs” for sufficiently long time, the resulting
simulated values are obtained from the posterior. After Metropolis algorithm, many
MCMC samplers have been developed which applied in various problems (see
Dellaportas et al. 2001).

Most famous algorithms are Metropolis-Hastings algorithm (a generalization
of Metropolis) and the Gibbs sampler. In the later, we sample iteratively and

sequentially from the conditional posterior distributions of each parameter component
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a; given the rest of the parameters. So, the candidate values are sampled directly
from the full conditionals instead of using the proposal density. Gibbs algorithm can
be also considered as a special case of the Metropolis-Hastings algorithm when the
proposal is set equal to the conditional posterior resulting to an acceptance probability
equal to one.

Furthermore, when the full conditionals are not fully available but only up to a
constant then the candidate values for each parameter component can be again
sampled from a proposal density. This is the Metropolis-within-Gibbs algorithm in
which the Metropolis step is implemented for each conditional posterior used in the

Gibbs sampler.

2.3 Bayesian Model Assessment

2.3.1 Bayes Factor (BF)

The assessment and the check of the goodness of fit in a Bayesian model can
be achieved in various ways. One of them, is the implementation of measures of
surprise. Via these measures, it is possible to quantify the degree of disagreement
between the data and the under assessment model, without specifying alternative
models. Measures of surprise are the traditional p-values, which via Bayesian
approach can be modified to prior predictive p-values, posterior predictive p-values,
conditional predictive p-values and partial posterior predictive p-values. Moreover,

future observations are considered either through prior predictive distribution:
S =[fylo)f@de  (23)

or via posterior predictive distribution:
f(Y'IY)ZIf(Y'Ia)f(GIY)da (2.4)

where y'are unobserved observations, i.e. the future data. The posterior predictive

distribution is the likelihood of the future data, averaged over the posterior

distribution.
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In the latent variable models, the assessment of the models is carried out via
the posterior predictive distribution. Also (2.4) can be applied in latent variable
models for categorical responses: item response models (see Sinharay 2005 &
Sinharay et al. 2006).

The prior predictive distribution (2.4) is applied so as to calculate the
Posterior Odds (PO). The PO is defined to be the ratio of the posterior odds of two

competing models miand m2 multiplied by their corresponding prior odds:

PO = BF« Jm) = S(mly) (2.5)
f(m2)  f(ma]y)
where BF12 = SOy |m) (2.6)
Sy |m2)

BF121s the Bayes Factor (BF) of model mi against model m2and is defined as the
ratio of the marginal likelihoods f(y|mi) and f(y|m:2). The Bayes factor “plays” an
important role in the Bayesian approach. Equal prior model probabilities are usually
considered as a default choice when no information is available concerning the
structure of the model. When a model comparison is carried out, is desirable to
evaluate model mi against model m:2 . The procedure is similar to a hypothesis testing
problem, with hypothesis Ho is corresponding to model mi and the alternative H1 is
corresponding to model mz2 . Interest lies in evaluating the null hypothesis Ho. The
posterior model odds POi2 and the corresponding Bayes Factor BF12evaluate the
evidence against Ho (as classical significance tests). However, PO21 and BF2
evaluate the evidence in favor of Ho (this is not attainable in classical significance
tests). Moreover, using PO and BF, it is possible to conduct inferences without
ignoring the uncertainty of the model and determine which set of explanatory
variables gives better predictive results (Ntzoufras 2009, p.:390, Fox 2010, p.:53).
Kass and Raftery (1995) suggested to interpret Bayes Factors according to the scale
presented in Table 2.1.
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Bayes Factor B12 Evidence against model m1

1-3 Negligible
3-20 Positive
20-150 Strong
>150 Very Strong

Table 2.1: Bayes Factor interpretation according to Kass & Raftery (1995)

2.3.2 Deviance Information Criterion (DIC)

The Deviance Information Criterion (DIC) has been proposed by
Spiegelhalter et al. (2002) for model comparison when the number of parameters is

not clearly defined (Fox, 2010 p.: 60). It is given by the equation (2.7):

DIC(m) = 2D(0 m, m) — D(0 m, m) = D(Om, m)+2pm  (2.7)

Where D(0m,m)is the measure of model deviance, given by

D(Om,m)=-2log f(y|Om,m) (2.8)

Moreover, D(0m, m)is its posterior mean and p» can be interpreted as the number of

“effective” parameters for model m (dimensions) given by

pr-D(O@m,m)—D(O@mm) (2.9)

where 0n is the posterior mean of the parameters involved in the model m.

The best model is associated with the smallest DIC value. The main
hypothesis when DIC is applied is that the posterior mean can be used as an adequate
summary of central location for description of the posterior distribution. DIC must be
used very carefully because problems may arise when the posterior distributions are
not symmetric or with it is multimodal.

A problem had been arise in the application of the classic DIC when negative

dimensions (pd¢ < 0) appeared. This indicates that the posterior mean is a poor
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summary statistic of central location and as a result we obtain large values of
deviance. To surpass this difficulty, it is possible to use the maximum likelihood
estimate of the parameters of interest instead of the posterior mean in the case of low

information priors; see Gelman 2003. Thus, DIC in that case is computed through:

DIC* = log(p(y|0))—poic  (2.10)

where: ppic = 2(log(p(y| 6 )) - Epost(log(P(Y| é )))

In equation (2.10) the posterior mean of the MLEs will coincidence with the
maximum log predictive density. This is the equivalent to using the posterior mode in

the case of non-informative priors. Thus, poiccan be estimated via a different

approach: p,.'=2var,_(log(p(y|0))). Given that deviance=—2log(p(y|6)) we can
DIC

post

derive alternative general equation for the deviance information criterion:

DIC= -2log(p(y|0)) + 2p,,c Where p,. =2var, (log(p(y]6))) (2.11)

From (2.11) the following equations are derived

DICi=min {deviance}+ var {deviance} (2.12)

DIC: = mean {deviance} + 0.5 var {deviance} (2.13)

2.4 Bayesian Models for Latent Variables

Latent variable models use information available from the manifest variables in
order to extract knowledge about the unobserved (latent) part. In other words, the
joint distribution of the manifest variables is applied so as to quantify and assess the

distribution of the latent ones. This is fulfilled through the Bayes Theorem:

SEINS) (514

Sy[x)= I

Where x and y represent the manifest and latent variables respectively with
X'=[X1,X2,...Xp],¥'=[y1,¥2,...ya] and q<p. So, the Bayes theorem is used in order to

estimate the latent variables. It is obvious that latent variables are manipulated into the
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Bayesian field of statistics, starting from a prior density distribution f(y)and closing
to the posterior f(y|x). So, there is not a purely classical approach for the latent

variable models. The approach is actually, partially Bayesian or entirely Bayesian.
The difference is on the way the vector of the parameters a is treated. In the purely
Bayesian approach, the parameter vector a is stochastic and is associated with a prior

distribution.

2.4.1 Specification of Prior Distribution

The posterior distribution is proportional to the product of the likelihood times
the prior. The prior can be either informative (subjective) or non- informative (vague).
Thus, the posterior quantities are directly associated with the specification of the
prior. When we wish to use a non-informative prior then flat improper or proper
distributions are used with large variances in order to express our uncertainty about
the parameters. In such cases, the influence of the data becomes dominant since the
likelihood contributes more in the structure of the posterior than the prior. As a result,
the posterior estimates are closer to the corresponding maximum likelihood ones.
When the parameter space is discrete, a discrete uniform distribution may be used to
express ignorance. This is known as the principle of insufficient reason (Hans-
Werner Sinn, 1980, p.493). Equivalently, when the parameter space is continuous,
then flat (and sometimes improper) prior was used instead.

In the context of latent variable models, the prior distribution plays an
important role for an additional reason: It ensures the uniqueness of the solution.
Truncated or constant priors are applied in order to choose item parameters in a
similar way that constraints are imposed in order to fix rotation, in the classical
approach. As far as the latent variables, independent standard normal distributions are
used as a standard default choice.

In the Item Response Theory (IRT) there are two scientific schools. The first
school suggests to apply the probit response (for more information, see Mislevy,
1986). In this approach, a conjugate or conditional conjugate prior exists that
facilitates the Bayesian implementation. To be more specific, normal priors are used
for the difficulty parameters, whereas truncated normal priors for the discrimination

parameters which must be positive and beta priors for the guessing parameters. The
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second school prefers the logistic regression approach (see Patz and Junker, 1999a &
1999b).

Similar priors are used in models with multilevel structure either on the ability
parameters (see Fox & Glas, 2001) or on the item parameters (see Janssen et al.,
2000), on person fit analysis IRT models (see Glas & Meijer, 2003). In the logistic

IRT models (second school), there are no priors which lead to conjugate forms

therefore MCMC techniques are used instead. Generally, normal N(0,c,,) priors are

used for the difficulty parameter and lognormal priors LN(0,0>,) for the

discrimination parameter with close choices for the prior variances (see equation
(1.16)).
Four criteria exist for the construction of the prior distribution:
a. The prior distribution should be non informative but proper in order to be able
to compute the Bayes Factors.
b. Constraints should be imposed in order to achieve unique solution.
c. The prior distribution should be suitable for Bayesian model comparison.
d. The rior distribution should be potentially generalized to other members of the

Generalized Linear Latent Variable Models (GLLVM).

As far as the unconstrained discrimination and difficulty parameters normal priors

are considered to be appropriate for the model parameter vector a'=[a1,az,..., ]

2

Fouskakis et al. (2009) suggest a normal prior of the general form:

f@)=N(0,X) (2.15)

where X =N[I(a)]" is the prior covariance matrix, N the total sample size and I(a)

is the information matrix:

(@) = X'WX (2.16)

The matrix Wis diagonal and its form depends on the link function. In the same
paper, it is stated that in the absence of prior information, the probability of correct

response can be denoted a-priori equal 4. Then, (2.15) is transformed to:
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f(a)=N(0,4N[X'X] ™) (2.17)

For the multivariate case the prior discrimination parameters is summarized in the

equation (2.18):

1 if i<
aij = LN0,1) ifi=] where i=1,..,p and j=1,...,q (2.18)
N(0,4) if i>j
As far as the prior difficulty parameters, they follow normal distribution with prior
mean equal to zero in order to express our ignorance and high prior variance so as to

express our uncertainty (Vitoratou, 2013).

2.4.2 Sampling from the Posterior Distribution

In order to sample from the posterior distribution and estimate model
parameters (1.16), the Metropolis-within-Gibbs (MG) sampler is used (Patz and
Janker, 1999b) with stationary distribution f(a,y|x). Before MG algorithm is

applied, we must consider some main points:

1. In order to construct an efficient algorithm which will fastly converge the true
posterior , the parameters should be grouped in blocks.

This methodology is applied in high dimensional problems and minimizes the

required computational time (Chib and Greenberg, 1995). The general rule in

the construction of the blocks is to group together parameters that are expected

to be a posteriori dependent. Thus, one block is created for each item and one

for each individual (Patz and Janker, 1999b). In a g¢-factor model the
parameter components that are updated (accepted or not) simultaneously are

the p components a: ={xio,ail,...,ais} and N components y: = {yi1, yi2,... yiq} .
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2. The choice of the proposal density.
The future candidate points are generated by distributions centered at the
current state (Patz and Janker, 1999b). To be more specific, normal proposal
distributions are used for the latent variables yi:
q
m(y'ilyi) = H/Z’(y'iz | yir) where z(y'ir|yir) = N(yi l,Cyz) with i=1,...,N (2.19)
I=1
For the item difficulties:
m(a'o| aio)=N(aio,c’) with i=1,...,p (2.20)
For the item discriminations:

Log-normal proposal distributions are used. When ¢>1, ie. it is the

multivariate case, the log-normal proposals are considered to be the diagonal
elements of the loadings matrix and normal proposal distributions for the

unconstrained elements:

LN(logau,c)) ifi=1

N (2.21)
N(logail,c;) ifi>1

m(a'i| o) =

The variance of the proposal density is called tuning parameter (Fox, 2010,
p.:84) because it affects the acceptance rate of the MCMC algorithm. The
recommended acceptance rate for univariate parameter is about 50% and for
higher dimensional blocks 25% (Gelman et al. 1996). In conclusion, an
advantage of General Linear Latent Trait Models is that the acceptance
probabilities are simplified directly, due to the prior and local independence

assumptions.

2.5 Example in the Bayesian Latent Variable Models for Ordinal Data

The data set which used for this application consists of five ordinal manifest
variables and 822 observations after excluding all missing values (NAs). The manifest
variables measure the attitudes to the role of government; see Moustaki (2003).
Responders were asked if they consider government’s responsibility to:

1. provide a job for everyone who wants one (variable JobEvery)

2. keep prices under control (variable PrinCon)
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3. provide a decent standard of living for the unemployment (variable LivUnem)
4. reduce income differences between the rich and the poor (variable IncDiff)

5. provide decent housing for those who cannot afford it (variable Housing)

After constructing the model based on equations (1.16) and (1.19) for one factor,
we have run the MG algorithm for 11,000 iterations having considered the first 1,000
as burn-in values. Three different link functions were used in equation (1.16) in each
case: the logit, the c-loglog and the probit. The final model is selected using DIC. We
have visually checked convercence using trace plots, ergodic mean plot and the
autocorrelation plots. Moreover, we have used package “CODA” in R to formally
check the convergence of the chain ; see Ntoufras, 2009. All diagnostic test, were

passed in this example.

2.5.1 One Factor Latent Variable Models

From Table 2.2, we observe that the Probit model is the worst due to its high
DIC value (equal to 8010). The Logit and the C-loglog were close to each other. In

the following we focus on the interpretation of Logit and c-loglog model.

~ piIc
C-loglog Model 7924
Probit Model 8010

Table 2.2: The assessment of the models via DIC of Example 2.5

2.5.1.1 The Logit Model

Figure 2.1 depicts the visual diagnostic convergence tests for the first
discrimination parameter. While the plot of the trace plot should be within a sensible
range of value without trends and seasonalities, the ergodic mean plot must stabilized
after few iterations. This is clearly happens here, with diagnostic mean to be close to
1.75. Similarly, the autocorrelation plots are fastly deteriorating and tend to zero.

There for there is no indication against the convergence to the true posterior.
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Figure 2.1: Diagnostic Tests for the simulated chain of logit Model for the first discrimination

parameter of Example 2.5

The estimated discrimination and difficulty parameters with their standard
errors and Monte Carlo errors are provided in Table 2.3. The discrimination
parameters are all positive. So, we can assume one common factor for all variables. In
that point, taking into consideration this assumtion, someone can consider this latent
variable as the attitude of citizens as far as the protection of the lowest income from
the government (in favor of or against). The variable which denotes whether the
government should provide or not decent housing for those who cannot afford it
(Housing) makes the clearest discrimination between a positive and a negative
attitude. On the contrary, the variable concerning the government control of the prices
(PrinCon) discriminates this attitude in the least way, by far. We have keep in mind
that the standard errors of discrimination parameters are not small in relation to the
respective estimations. As far as the Monte Carlo errors (MC), it is clear that they are
low comparison to the corresponding estimated posterior standard deviations. Thus,
the estimated posterior mean has been estimated with high precision. In order to
decrease the Monte Carlo error the number of iterations must be increased (Ntzoufras,

2009).
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Discrimination Param. Mean Sd MC error

JobEvery 1.757 0.1419 0.005
PrinCon 1.144 0.1119 0.005
LivUnem 2.227 0.1892 0.007
IncDiff 2.082 0.1691 0.006
Housing 2.298 0.2076 0.008

JobEvery: Job for everyone, PrinCon: Prices under control, LivUnem: Standard of living for the unemployed,
IncDiff: Reduce income differences, Housing: Decent housing

Table 2.3: Discrimination Parameters of each variable (10000 iterations-1000 burn-in) for the logit

model of Example 2.5

Unfortunately, factor loadings as discriminations parameters cannot be
considered as correlation coefficients as in factor analysis. Alternative we can use
equation (1.17) to obtain the standardized discrimination parameters which have
similar interpretation.

From table 2.4 we observe that that all standardized discrimination
parameters are close to one. This indicates a strong link between the common latent
variable and the manifest variable. Again the variable which explores the attitude
towards government control prices appears the weakest link (0.75). On the other hand,
the strongest link (0.92) is between the latent and the potential of the government to

offer decent housing to people who cannot afford it.

Standardized disc. Parameters Sd

JobEvery 0.87 0.017
PrinCon 0.75 0.032
LivUnem 0.91 0.013
IncDiff 0.90 0.014
Housing 0.92 0.013

JobEvery: Job for everyone, PrinCon: Prices under control,
LivUnem: Standard of living for the unemployed,

IncDiff: Reduce income differences, Housing: Decent housing

Table 2.4: Standardized Discrimination Parameters of each variable for the logit model of Example 2.5

From Table 2.5, it is clear that for every variable the ordinality is preserved.
The category “definitely should be” is the less “difficult” and the most “difficult” is
the third category.. In order to understand better how the difficulty parameter

influences the positive response probability we will use equation (1.18), to study how
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a “median” individual behaves. Furthermore, response probabilities from each

variable are also presented in Table 2.6.

Variables Categories Mean Sd MC error

1 -0.715  0.073 0.002

JobEvery 2 0.705 0.071 0.003
3 1.683 0.115 0.004

1 -0.278  0.081 0.002

PrinCon 2 1.899  0.172 0.007
3 3.156 = 0.293 0.012

1 -0.670  0.066 0.002

LivUnem 2 1.023 0.072 0.002
3 1.940 0.118 0.004

1 -0.435  0.061 0.001

IncDiff 2 0.628  0.063 0.002
3 1.662  0.105 0.003

1 -0.383  0.059 0.002

Housing 2 1.497  0.092 0.003
3 2.560  0.169 0.005

JobEvery: Job for everyone, PrinCon: Prices under control, LivUnem: Standard of living for the unemployed,
IncDiff: Reduce income differences, Housing: Decent housing. Categories: 1:definitely should be,
2: probably should  be, 3: probably should not be, 4:reference category

Table 2.5: Difficulty parameters for each variable and category for the logit model of Example 2.5

Cumulative Level
Variables Categories Probability Probability
Yio(y = 0) T (y = 0)
1 0.33 0.33
JobEvery 2 0.67 0.34
3 0.84 0.17
4 1.00 0.16
1 0.43 0.43
PrinCon 2 0.87 0.44
3 0.96 0.09
4 1.00 0.04
1 0.34 0.34
LivUnem 2 0.74 0.40
3 0.87 0.13
4 1.00 0.13

JobEvery: Job for everyone, PrinCon: Prices under control, LivUnem: Standard of living for the unemployed,
Categories: 1:definitely should be, 2: probably should be,
3: probably should not be, 4: definitely should not be (reference category)

Table 2.6a: Cumulative and level probability for each variable and category

for the logit model of Example 2.5
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Cumulative Category

Variables Categories Probability Probability
Yio(y = 0) T (y = 0)
1 0.39 0.39
IncDiff 2 0.65 0.26
3 0.84 0.19
4 1.00 0.16
1 0.41 0.41
. 2 0.82 0.41
Housing
3 0.93 0.11
4 1.00 0.07

IncDiff: Reduce income differences, Housing: Decent housing. Categories: 1:definitely should be,
2: probably should  be, 3: probably should not be, 4:reference category

Table 2.6b: Cumulative and category probability for each variable and category
for the logit model of Example 2.5

Due to the definition of our model (see equation 1.16) cumulative probabilities

yis(y) are considered as “failure probability”. So, the category “probably should not

be” outstands from the others in every variable as the most likely non-response
category from a “median” individual. For each variable, the rest of the categories
appear to have lower probabilities than those of the third category. In other words, the
ordinality is preserved and a “median” individual is positive inclined. Moreover, from
the third column of Table 2.6 it is clear that for a “median” individual has higher
probability to respond positively to such questions (the third and forth categories
appear extremely low probabilities in relation to the others in every variable). Also, an
individual at the median gives more easily a positive response to the question if the
government should provide a job for everyone and to the question if the government

should keep the prices under control.

2.5.1.2 The Complementary Loglog Model

Similarly to Figure 2.1, the trace plot is within a sensible range of the first
discrimination parameter without trends and seasonalities. The ergodic mean plot has
been stabilized close to 1.20. From the autocorrelation plot it is obvious that
autocorrelations tend to zero. Consequently there is no indication again the

convergence to the true posterior.
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Figure 2.2: Diagnostic Tests for the simulated chain of C-loglog Model for the first discrimination

parameter

The estimated discrimination and difficulty parameters with their standard
errors and Monte Carlo errors are presented below. The discrimination parameters are
all positives again. So, similar to the logit model we can suppose the existence of one
common factor for all variables. The variable which denotes whether the government
should provide or not decent housing for those who cannot afford it (Housing) makes
clearer the discrimination between a positive and a negative attitude. On the other
hand, the variable which denotes if the government should keep or not prices under
control (PrinCon) distinguish this attitude in the least way (PrinCon variable has the
lowest discrimination value). Furthemore, the standard errors of discrimination
parameters are not small in relation to the respective estimations. Concerning the
Monte Carlo errors (MC), they are low in comparison to the corresponding estimated
posterior standard deviation. As a consequence, the estimated posterior mean has been

estimated with high precision.
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Discrimination Param. Mean Sd MC error

JobEvery 1.119 0.097 0.004
PrinCon 0.809 0.074 0.003
LivUnem 1.491 0.123 0.005
IncDiff 1.445 0.117 0.005
Housing 1.663 0.165 0.007

JobEvery: Job for everyone, PrinCon: Prices under control, LivUnem: Standard of living for the unemployed,
IncDiff: Reduce income differences, Housing: Decent housing

Table 2.7: Discrimination Parameters of each variable for the c-loglog model of Example 2.5

Once again, discrimination parameters will be transformed to standardized
discrimination parameters through equation (1.17) so as to they are interpreted as
correlation coefficients of the common latent variable with each manifest one.

All standardized discrimination parameters are close to one but not as near as
those of the logit model. This indicates a strong connection between the common
latent variable with each manifest variable. The variable which indicates whether the
government should keep or not the prices under control has the weakest link (0.63)
with the latent one. On the contrary, the strongest link appears between the latent and
the variable which denoted whether the government should provide or not decent

housing for people who cannot afford it (0.85).

Standardized disc. Parameters Sd

JobEvery 0.77 0.026
PrinCon 0.63 0.035
LivUnem 0.83 0.022
IncDiff 0.82 0.022
Housing 0.85 0.023

JobEvery: Job for everyone, PrinCon: Prices under control,
LivUnem: Standard of living for the unemployed,

IncDiff: Reduce income differences, Housing: Decent housing

Table 2.8: Standardized Discrimination Parameters of each variable

for the c-loglog model of Example 2.5

The estimated difficulty parameters for each variable and category, their

standard errors and Monte Carlo errors are below, in Table 2.9
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Variables Categories Mean Sd MC error

1 -0.307 = 0.062 0.002

JobEvery 2 1.096  0.085 0.003
3 2214 = 0.152 0.006

1 0.255 0.074 0.002

PrinCon 2 2.582  0.221 0.009
3 4.174 = 0.383 0.015

1 -0.345  0.058 0.002

LivUnem 2 1.381 0.091 0.004
3 2446 = 0.162 0.006

1 -0.091 = 0.056 0.002

IncDiff 2 0.949 = 0.074 0.003
3 2.087 = 0.133 0.005

1 -0.065  0.054 0.005

Housing 2 1.841 0.122 0.009
3 3.049 = 0.232 0.001

JobEvery: Job for everyone. PrinCon: Prices under control. LivUnem: Standard of living for the unemployed.
IncDiff: Reduce income differences. Housing: Decent housing. Categories: 1:definitely should be.
2: probably should  be. 3: probably should not be. 4.reference category

Table 2.9: Difficulty parameters for each variable and category
for the c-loglog model of Example 2.5

For the complementary loglog (cloglog) link function the model (1.16) is
replaced by:

q
log(—log(1—yis\(y))) = ais) + Zaijyj (2.22) where s=1.....mi-1 and i=1.....p

Jj=1
For y=0, the probability of positive response from a median person yics)(y =0) is

given by the following equation:

yio(y=0)=¢"  (2.23)
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Variables Categories Yie(y = 0) i) (y = 0)

] 0.42 0.42

JobEvery 2 0.75 033

3 0.90 0.15

4 1.00 0.10

1 0.56 0.56

prinCon 2 0.93 037

3 0.98 0.05

4 1.00 0.02

1 041 0.41

LivUnem 2 0.80 0.39

3 0.92 0.12

4 1.00 0.08

1 0.48 0.48

. 2 0.72 0.24

IneDiff 3 0.89 0.17

4 1.00 0.11

1 0.48 0.48

. 2 0.86 038
Housing

3 0.95 0.09

4 1.00 0.05

JobEvery: Job for everyone. PrinCon: Prices under control. LivUnem: Standard of living for the unemployed.
IncDiff: Reduce income differences. Housing: Decent housing. Categories: 1:definitely should be.
2: probably should  be. 3: probably should not be. 4: definitely should not be (reference category)

Table 2.10: Cumulative and level probability for each variable and category
for the c-loglog model of Example 2.5

Similar to the logit model. due to its definition; see equation (2.23), yis(y)

considered as “failure probability”. So. the category “probably should not be” sticks
out from the others in every variable as the most likely non-response category from a
“median” individual. In each variable. the other categories appear lower probabilities
than those of the third category. In other words. the ordinality is preserved and a
“median” individual is positive inclined.

Both models, the logit and the c-loglog give results with the same
interpretation but the numeric results in the logit model are higher compared to those
of the c-loglog model. Even if the “oldest” link function is the complementary c-
loglog (Fisher, 1922) and works best with extremely skewed distribution, the logit
function (Berkson, 1944) is preferred because it leads to simpler mathematics due to
complexity of the standard normal cumulative distribution function and it is easier to

be interpreted.
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2.6 Discussion

The goal of this chapter was to present the classic statistical approach and the
Bayesian paradigm for the latent variable models with ordinal data, under the IRT
approach. The essentials of Bayesian theory was presented such as inference and the
estimation of the posterior distribution based on MCMC. Model via Bayes Factor and
Deviance Information Criterion is of great interest.

The implementation of Bayesian theory on latent variable models is presented
in detail. In that step. Both the prior and the posterior estimation for latent variable
were presented. Finally, the Bayesian approach was implemented (via WinBungs).
The same data set as in chapter 1 was used in order to make results comparable.

In the real data application three different link functions were used: the logit.
the probit and the complementary log-log. The results-estimations of probit model

were excluded from further analysis due to lower DIC values.
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CHAPTER 3: Schizotypy and Consumer Behavior

The aim of this chapter is to detect whether relationships among consumer
behaviors can be characterized as impulsive or compulsive and and whether these can

be further associated with the nine subscales of schizotypy.

3.1 Consumer Behavior

3.1.1 Definition of Consumer Behavior

The term consumer behavior, refers to a person’s behavior with reference to
his purchase habits and use of products and services. William Wilkie (1994) defined
consumer behavior as “the mental, emotional and physical activities that people
engage in when selecting purchasing, using and disposing of products and services so
as to satisfy needs and desires”. Similar definitions have been denoted by other
researchers such as Siomkos (1994).

Nowadays, consumer behavior does not include only the process of decision
making about buying a product but also all further consumer’s activities which take
place after the purchase of a product or a service. Such activities are the use, the
assessment and the rejection of a product or a service.

In order to understand the consumer behavior, we have to take into
consideration the factors which influence the decision making process. These factors
are the seven main characteristics of consumer behavior (see for details Wilkie,
1994):

1. Motivations
Activities
Process of Consumer Behavior
Diversification of Consumer Behavior in time and complexity
Different roles of Consumer Behavior

Exogenous factors which influence Consumer Behavior

NS R W

Diversification of consumer’s personality and how react on products

consumption
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Most of the consumers desire to fulfill more than one needs or goals. So, we
cannot refer only to a simple motivation, but to a group of them which impels the
consumer behavior. Furthermore, some motivations are clear to consumers in
converse to others that may not be completely obvious decisions they are based on
emotions of the consumer.

A part of a consumer behavior comes from functional motivations. For example,
when someone buys clothes. Another case arise from self-expressive motivations;
when someone buys a present for a friend (Wilkie, 1994, p.10).

On the other hand, Blackwell, Miniard and Engel (2001, p. 233-245) claim that
the needs of consumers cannot be divided into two groups, but only to subgroups.
These subgroups should include and declare different cases of needs and desires of a
consumer. Some of them are the need of safety and health, love and comradeship,
wealthy and pleasure, the need of creation a social image, the need of information and
the need of possessing.

In the near future, consumer behavior will be described by the same way as today.
On the contrary, a few changes are expected to happen in the distant future.
Furthermore, these changes are expected to be intensified with the passing of time.
The behaviors that will concern us are two. Those which are described as impulsive

behaviors and those which are characterized as compulsive ones.

3.1.2 Impulsive and Compulsive Consumer Behaviors

The impulsive consumer behavior is expressed through a spontaneous buying.
This buying is unplanned by default and has the element of impulsion as its main
ingredient. It is strong, sudden and almost always irresistible (Beatty and Ferrell,
1998).
According to Blackwell, Miniard and Engel (2001), impulsive buying has the
following features:
1. An emerge, sudden and impulsive desire of action.
2. A situation of psychological unbalance, where the consumer may feel
temporary out of control.
3. An inner fighting which can calmed down by immediate action.

4. Domination of the feelings and not of the objective logic.
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5. The consumer does not take into consideration the consequences of his

action.

Alternatively, compulsive consumer behavior is expressed through a
uncontrollable buying. According to related studies, compulsive buying is directly
related to emotions such as anger, sadness and stress which take place in the inner
psychological worlds of consumers. The compulsive consumption may last years with
repeated, sometimes excessive, episodes. It is developed when the consumer has
undergone negative feelings and events. Thus, a situation like compulsive buying may
resulting unfortunate psychological and financial effects (O’ Guinn and Faber, 1992
and Shoham and Brenic, 2003).

These two types of consumer behaviors have obvious differences but also share
some common features. First of all, the psychological mood plays an important role in
both behaviors. Mood is the impeller of impulsive and compulsive buying (Dittmar,
Beattie and Friese, 1996). Moreover, women are more vulnerable to such behaviors
than men. This sounds reasonable due to they are more emotional personalities of

woman compared to men.

3.2 Schizotypy

3.2.1 Characteristics of Schizotypy

Rado (1960) introduced the term “schizotype” as the shortening of words
“phenotype” and “schizophrenic”. It is used to describe the observable propensity of a
person to schizophrenia before the outbreak of psychosis.

Two years later, Meehl (1962) connected schizotypy to the presence of a gene
which called schizogene and leads to schizotypic personality. Although, schizotypy
linked to schizophrenia, only 10% of schizptypic people finally develop the symptoms
of the disease. Thus, schizotypy is a necessary but not certain settlement for the
development of schizophrenia. In order to show symptoms of the decease, inner and

environmental factors take place such as stress and anguish.
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Environmental factors have an effect on the disturbance of balance of a
schizotype person. These factors are divided into two groups: stressed environmental
factors occurred during childhood and during adultness.

The features (or dimensions) of schizotypy are the following:

1. Ideas of reference: it is related to misinterpretation of certain events which

have a special importance for each person.

2. Magical thinking-Odd beliefs: beliefs which are incompatible to social status,

such as superstition, soothsaying ability, telepathy etc.

3. Unusual perceptual experiences: the feeling of some abstract presence, voice

or shadow is close to you.

4. Odd speech: it is expressed via idiosyncratic phrases or construction of

worlds, vagueness speech, compacted or abstract thinking.

5. Suspiciousness: a constant fear and belief that dangerous thoughts,

conspiracies and plans from other people exist and are related to you.

6. Constricted affect: the inability to adopt and be member of a social group

because you feel different.

7. Odd behavior: the feeling that their behavior is odd or different from others.

8. No close friends: to the degree of social behavior and the ability to have

friends outside the family environment.

9. Excessive social anxiety: paranoid fears and negative feelings when

socializing with a group of people.

The above criteria are called DSM-IV. To sum up, characteristics of schizotypy

are an intense failure in interpersonal relations, eccentricities and quirks of thought,
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perception, behavior, speech and appearance, which are not severe enough to meet
criteria for schizophrenia.

In 1991, Raine constructed the SPQ questionnaire of schizotypic personality.
It includes nine subscales which represent the nine aspects of a schizotypic
personality. The SPQ was translated and used in Greece by the ASPIS team (Stefanis
et al, 2002).

3.2.2 Schizotypy and Consumer Behavior

The potential relationship between schizotypy and consumer behavior presents
an increased interest which lies in the detection of the effect of psychiatric diseases.

There are two extreme consumer behaviors. The impulsive and the compulsive
buying. Compulsive consumption have been found to be closely related to schizotypy.
This consumer behavior can be considered parallel with other spontaneous, dependent
or extremely compulsive disturbances of human behavior, such as stress, phobia,
mental ribs, bulimia nervosa. Schlosser et al (1994) concluded that compulsive buying
is a clinically identifiable syndrome, which cumbers patients both psychologically
socially.

So, behaviors which are characterized as compulsive (such as compulsive
consumer behavior) are faced as clinically syndromes from some researchers (Roth
and Baribeau, 2000) and are examined in comparison to schizotypy and its
characteristics.

Here we will investigate the connection between the impulsive and
compulsive consumer behaviors and the nine features of schizotypy. Additionally, we

will consider the four main groups of subscales which are the following:

1. Negative Characteristics: suspiciousness, extremely social stress, lack of

close friends.

2. Positive Characteristics: odd beliefs, unusual perceptual experiences

3. Characteristics of Insanity: correlation ideas, suspiciousness

4. Characteristics of Disorganization: strange behavior, odd speech
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3.3 Latent Structure of Consumer Behavior

In this section we use the student survey data of Iliopoulou (2004). A total of
108 complete cases were collected. The data were collected in the School of
Management Sciences of the University of Aegean and Technological Education
Institutes of Crete and Piraeus. The questionnaire was divided in five parts including
three different scales for measuring the variables. In our investigation of consumer
behavior we focus on items 2-11 and 14a-16i. As a result a total of 37 responses
obtained from questions 2-11 and 14a-16i responses. All responses measure the
consumer behavior using a Linkert ordinal scale (1-5); see at the Appendix B for the
questionnaire.

A logit type of Item Response Model (see 1.16) is used to analyze the data
assuming one and two factors. The linear predictor for the one factor model is given
by

logit(pijk)=aj*(thetai-bjx) (3.1)
while for the two factor model is given by:

logit(pijk)= -bixt+aj1*thetali+aj2*theta2i (3.2)

In both cases, i denotes the observation (i=1,...,108), j is the number of items
(=1,...,37) and £ is the number of categories minus 1 (k=1,...,4).

The values of the deviance information criterion (DIC) for the two models are
given in Table 3.1. The two factor model is indicated by the DIC expression (equation
2.7) negative dimensions produced (further details in Section 2.3.2). That’s why DIC1
was calculated. The second one is preferable than the classic DIC because it is more

stabilized from the MCMC output (through Winbugs).

Models DIC DIC1
1 Factor 10420 11965
2 Factors 10520 10937

DICs have been derived from equations (2.7) and (2.12)
Table 3.1: DICs for each models (3.1) and (3.2) for schizotypic data
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3.3.1 Inference for the Two Factor Logit Model for the Consumer Behavior

In this model, there are 294 parameters (which become equal to 510 when we
include 294 discrimination parameters and 108 parameters for each factor score thetaii
and thetai2) for estimation. Because of the huge number of estimated parameters an
indicative diagnostic test will be present having rejected the burn-in iterations. Thus
the diagnostic test for the seventh discrimination parameters is shown below. All
other diagnostic tests are in similar level. Obviously, the algorithm converges to a
stationary chain. The estimated discrimination parameters with their standard errors

and Monte Carlo Errors are presented in Appendix A.
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Figure 3.1: Indicative Diagnostic Tests for the 7th discrimination parameter and first latent factor

with 10000 iterations (1000burn-in) for model (3.2) on schzotypal data
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Trace Plot for a[7,2]
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Figure 3.2: Indicative Diagnostic Tests for the 7th discrimination parameter and second latent

factor with 10000 iterations (1000burn-in) for model (3.2) on schzotypal data

From Figure 3.3, we observe that only 13 out of 37 discrimination parameters
of the first factor are statistical important (i.e. their 95% credible intervals do not
include the zero). More specifically, the items one to nine, 32 and 33 examine
impulsive and compulsive buying behaviors. The items 12 and 19 examine buying
habits. As far as the second factor, 24 out of 37 discrimination parameters are
statistical important. Items one, two, four, five, seven to ten and 31 to 36 examine
impulsive and compulsive behaviors. All other statistical important discrimination
parameters respond to items which check buying habits. The main difference between
two factors is that the second one includes all items which investigate the impulsive

buying.
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Figure 3.3: Credible Intervals for discrimination parameters for each factor

for model (3.2) on schzotypal data
Standardized discrimination parameters present particular interest because of

their interpretation; see Figure 3.4 and 3.5 for a graphical representation (credible

intervals are included) and Table A.2 for detailed estimations.
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for model (3.2) on schzotypal data
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Figure 3.4 depicts which items have strong association with the first latent
variable. Clearly the first nine items has medium to strong association (the red zone
0.6-1). These queries are linked with both the impulsive and compulsive buying.
Principally, standardized discrimination parameters with the highest values are those
of items two, four and five. Items two and five investigate whether the consumer
behavior of a responder is related to impulsive buying. Their object to assess is
whether statements such as “just do it” and “buy now and think later” express the
consumer behavior of the responder. As far as, item four, it is related to compulsive
buying and its goal is to check if the responder feels anxious when he is not going
shopping.

On the other hand, items that investigate the general consumption of products
(such as queries 13, 20, 28) do not seem to be associated with this latent factor since

this parameters are very low.
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Figure 3.5: Standardized Discrimination Parameters of the 2™ factor

for model (3.2) on schzotypal data

From Figure 3.5 we may identify which manifest variables have strong
association with the second latent factor. All items which lie in the red zone (such as
items 5, 8 9, 10, 15 e.t.c) or at in borderlines (such as items 2, 18, 27) have
standardized discrimination values from 0.6 to one. Comparing Figures 3.4 and 3.5 a

larger number of manifest variables demonstrate strong association with the second
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factor rather than the first one. Queries 2, 5, 7, 8 and 9 show almost the same level of
association with both, the first and the second latent factors. Let us examine these
items in more detail. Items 2 and 5 have been previously described. Item 7
investigates spontaneous buys after a visual contact with a product or service. This
obviously lies in the field of the impulsive buying. On the contrary, item eight assess
buying products which it cannot be afford it while item nine quantifies the uncertainty
about a purchase. Both of these queries lie in the area of compulsive behavior.

Main interest lies on the study of a typical person, whose latent scores is equal
to zero. Its numerical estimations for each category and also its estimated response
probabilities arise from equations (1.18) and (1.19) and are listed in Appendix A
(Tables A.4 and AS).
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Figure 3.6: Response probabilities of a typical individual in each category for every question

for model (3.2) on schzotypal data

From Figure 3.6, response probabilities in each category are presented for a
“median” individual (i.e. a person with zero latent score). For items which imply
strong impulsive buying such as question 1 (which tests if the statement “Just do it”

expresses the participant) a typical individual with zero latent score has the same
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probability to give either a positive or a negative response. For the rest of the
impulsive buying queries such as:

¢ Dbuying products without thinking (item 2)

e Dbuying now and thinks later (item 4)

e is carelessness concerning shopping (item 5)

e spontaneous buys after visual contact (item 7)
a ‘median” person has higher probability for a positive response rather than for a
negative one for items 2 and 4 and the opposite items 5 and 7.

On the other hand, in the compulsive buying queries which assess:

e anxiety when he does not go shopping (item 3)

e whether they buy something, whatever it is (item 6)

e buying even if the financial conditions does not allow it (item 8)

e uncertainty after buying a product (item 9)

e buying something to cheer up (item 10)
a typical person has high probability for a strong positive response for queries 3 and 6,
positive for 9™ and a negative response for 10™ . For query 8, the odds of positive
response is approximately equal to one.

Finally, a scatter plot the latent factors (first versus second) is provided in.
Figure 3.8. It is obvious that latent scores are independently distributed (cloud shaped
scatter plot). Outlier points indicate individuals with problems. So, if the first and the
second latent factor represent compulsive and impulsive buying behaviors
respectively, individuals who are upper from the red horizontal line considered as
individuals with intense impulsive buying behavior (individuals 32 and 37). Similarly,
individuals who are rightmost of the vertical blue line considered as individuals with
strong compulsive buying behavior (individuals 40 and 7). Individuals 32 and 7 are of
special interest since they demonstrate high compulsive and impulsive buying

behavior.
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Figure 3.7: Scatter Plot of latent scores for model (3.2) on schzotypal data

3.4 Modeling of Consumer Behavior and Total SPQ Score

In order to study the effect of schizotypy (via the total SPQ score) on
consumer behavior, we construct the following models for one and two latent factors
respectively: logit(pijk)=ai*(0i-bix) +gi*SPQi (M1)

logit(pijx)= -bixt+aj*01i+aj2*02 +g*SPQi  (M2)

where i, j, k have the same meaning as before: i=1,..,108, j=1,...,37, and £=1,...,4 and
SPQ: is the total SPQ score for every participant. For gj, which is the coefficient vector
of each item, normal prior distribution with mean equal to zero and variance equal to

1000 was considered. Through Deviance Information Criterion (DIC) we receive:

Models DIC DIC1

1 Factor (M1) 8660 12004.69
2 Factors (M2) 10520 | 11025.00

DICs have been derived from equations (2.7), (2.12)
Table 3.2: DICs for models (M1) and (M2) on schizotypic data
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As in case of consumer behavior, negative dimensions for classic DIC have
been arise in one factor model. Based on Table 3.2 the most appropriate model is the

second one.

3.4.1 The Influence of Total SPQ Scale on Consumer Behavior

From the boxplot of coefficient of variable total, g, we can see which gj are a-

posteriori away from zero. Clearly, from Figure 3.16 go, g2, g2o and g33 are a-

posteriori distributed away from zero.

box plot: g
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Figure 3.8: Box-plot of gj where j=1,...,37 number of questions based on model (M2)
for the schizotypic data

As a result we will construct a third model:

logit(pijx)= -biktaj1*01itai2*02 +g*totali  (M3)
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where i, j, k have the same meaning as before: i=1,..,108, j=1,...,37, k/=1,....4 and

g#=0for 1=9, 22, 29, 33 and zero otherwise. All g were considered equal to a

constant as if m, where this constant m has prior distribution N(0,1000).

Model 1)) (& DIC1

2 Factors (M3) 10520 | 10929.08

DICs have been derived from equations (2.7) and (2.12)
Table 3.3: DIC for third model on schizotypic data

From Table 3.3 and 3.2 it is clear that the last form of two factors model (M3)

is preferable.

3.4.2 Analysis of Two Factors Logit Model of Total SQP Score on Consumer

Behavior

Figures 3.9 and 3.10 present visual diagnostic tests for the third discrimination
parameter, for the first and second factor of the fitted model (M3). The diagnostic
tests for the rest of the parameters are similar and no convergence problems are

evident.
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Figure 3.9: Indicative Diagnostic Tests for the third discrimination parameter and first latent factor

for model (M3) on schizotypic data
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Trace Plot for a[3,2]

=3
o
2 i
2 o
3 24
» —d
=
o
I I I I I
0 5000 10000 15000 20000
Rerations
Ergodic Mean Plot
g o
2 o
=
[Fe]
g 1 1 1 1 1
0 5000 10000 15000 20000
Rerations
Autocorrelation Plot
®
[=1
i 4
g . ‘ ‘ |
o _.__|I|Il.lll]I.J'.lll]l|l|]LJlIlIJLJlIJLJlIlI
o 1 1 1 1 ]
0 10 20 30 40
Lag

Figure 3.10: Indicative Diagnostic Tests for the third discrimination parameter and second latent factor

for model (M3) on schizotypic data

The estimated discrimination parameters with their standard errors and Monte
Carlo Errors are presented in Appendix A. Although, the estimated parameters are
slight different to that of consumer behavior model, their credible intervals are almost

same as their interpretation too.
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Figure 3.11 : Credible Intervals for discrimination parameters for each factor

for model (M3) on schizotypic data

Standardized discrimination parameters are provided in Figure 3.12 and 3.13

while posterior summaries can be found at Table A6 in Appendix A. The pictures are

similar to those of consumer behavior model for one and two factors.
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Figure 3.12: Standardized Discriminations for the first factor

for model (M3) on schizotypic data
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Figure 3.13: Standardized Discriminations for the second factor

for model (M3) on schizotypic data

The probability of the responses of a typical person (whith latent score is equal
to zero) expected to present low difference to the previous model. Its numerical
estimations for each category and also its estimated response probabilities come from
equations (1.18) and (1.19) and are listed in Appendix A (Tables A.9 and A.10). So,
in both figures do not observed notable differences between model of consumer

behavior and model of total SQP scale on consumer behavior.

f

wm

|
i

® definitely agree

agee

Mﬁ%ﬂﬁ

neither agree, nor disagree

ﬂwlv

" dsagree

I
[ —
T

Itens

" defitel disagree

~
@
I
@
@
@
®
@
&
I
]
0
~
@
&
&
@
~
0
L]
@
~
0
@

Figure 3.14: Response probabilities of a typical individual in each category for every question

for model (M3) on schizotypic data
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Similar is the picture of the scatter plot of latent scores to the responding of
consumer behavior model. Cloud shape is clear and the same persons appear as

outliers.
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Figure 3.15: Scatter Plot of latent scores for model (M3) on schizotypic data

The credible interval for g1 was: (0.006,0.020). The effect of total SPQ (gi) on
the consumer behavior can be considered as important since zero in not contained to

the 95% credible interval under model (M3).

Coefficients

gl 0.01332 0.00356 2,31E-01

Table 3.4: Estimations for coefficients of Total SPQ for the model (M3) for schizotypic data

As far as the interpretation of gi, the response probability pijk will increased

by 1% (egl =1.01) if the total SPQ score is increased by one unit. From Figure 3.9
only four items seem to be influenced by total SPQ score. More specifically, item 9
which expresses the uncertainty after a buying products is associated with compulsive
buying. Items 29 and 33 which are investigate the spontaneous and the frequent
buying behavior are associated with impulsive buying and item 22 regards to product

preferences.
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3.5 Modeling of Consumer Behavior and Nine Traits of Schizotypy

So as to detect the influence of the nine traits of schizotypy on consumer
behavior, we construct the following models for one and two latent factors
respectively:

logit(pijk)=ai*(0i-bix) + gi- * SPQscalesi. (M4)
logit(pijx)=-bixtaj,1 *01i+aj2*02: +gj. *SPQscalesi. (M5)

where i, j, k have the same meaning as before: i=1,..,108, j=1,....37, k=1,...,4,
z=1,...,9. SPQscales is a matrix with 9 columns, one for each schizotypic trait and
number of rows equal to sample size. For gj- normal prior distribution with mean
equal to zero and variance equal to 1000 was considered. Via Deviance Information

Criterion (DIC) we received:

Models ‘ DIC DIC1 ‘
1 Factor (M4) 10400.00 | 11554.77
2 Factors (M5) 10760.00 | 11482.21

DICs have been derived from equations (2.7) and (2.12)

Table 3.5: DICs for each model for scizotypic data

As in case of consumer behavior, negative dimensions for classic DIC arise in

one factor model. Based on Table 3.5 the most appropriate model is the second one.
3.5.1 The Influence of Nine Traits of Schizotypy on Consumer Behavior

Having taken schizotypic traits as covariates and after choosing M5 as the
optimal model using DIC we checked which coefficients of schizoypy have important

effect on the consumer behavior. To facilitate the process for nine traits of schizotypy

we use the coding of Table 3.6.
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Coding for the corresponding

Nine Traits of Schizotypy

coefficient
Ideas of Reference gl,1]
Excessive Social Anxiety g[,2]
Odd Beliefs g[,3]
Unusual perceptual experiences gl.4]
Odd behavior g[,5]
No close friends g[,6]
Odd speech gl,7]
Constricted affect g[,8]
Suspiciousness g[.9]

Table 3.6: Coding for the characteristics of schizotypy.

The red box-plots correspond to coefficients which are a-posteriori distributed
away from zero. In other words their effect is important. The rest of them can be
excluded from the model. Consequently, the posterior distribution of each SPQ

subscale on the items is given in Figures 3.16-3.24:
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Figure 3.16: Box-plots for the coefficients of Ideas of Reference g[,1] for model (M5)
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So, for the Ideas of Refernece statistical important seem to be g[11,1], g[14,1],
g[16,1], g[17,1], g[18,1], g[19,1], g[32,1], g[34,1] and g[36,1]. This trait influences 9
querries out of 37. From these, only queries 32, 34 and 36 are manifestation of

impulsive buying.
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Figure 3.17: Box-plots for the coefficients of Excessive Social Anxiety g[,2] for model (M5)

For the second trait, according to Figure 3.17, statistical important are g[9,2]
and g[32,2]. The consumer behavior which are under detection from each item is for
the first one the compulsive buying and for the second one the impulsive buying.

Only two items out of 37 are influenced by this trait.
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Figure 3.18: Box-plots for the coefficients of Odd Beliefs g[,3] for model (M5)

None of the coefficients of third trait is statistical important. This trait could be

excluded from a future survey.
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Figure 3.19: Box-plots for the coefficients of Unusual Perceptual Experiences g[,4] for model (M5)
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From Figure 3.19, only three coefficients of unusual perceptual experiences
are a-posteriori distributed away from zero. Those are statistical important. They are
g[7,4], g[11,4] and g[25,4] and only the items 7 and 11 have to do with impulsive and

compulsive consumer behavior.
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Figure 3.20: Box-plots for the coefficients of Odd Behavior g[,5] for model (M5)

For the odd behavior trait only two coefficients are statistical important. These
are g[6,5] and g[17,5]. From these only the item 6 has as object a strange consumer
behavior which is the compulsive buying. This characteristic appear to influence only

two items out of 37.
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Figure 3.21: Box-plots for the coefficients of No Close Friends g[,6] for model (M5)

Figure 3.21, depicts only three red box-plots. That means, only 3 queries out
of 37 are influenced by this schizotypic trait. These queries are 28, 30 and 31 and only

the last two have to do with impulsive buying behavior.

box plot: 07]

10

05

a7l
I

—

Figure 3.22: Box-plots for the coefficients of Odd Speech g[,7] for model (M5)
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In Figure 3.22 there are four red box-plots. So, the corresponding queries are
influenced by the odd speech trait. These queries are 23-25 and 28. All of them

examine a general consumer behavior as far as the customer’s preferences.
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Figure 3.23: Box-plots for the coefficients of Constricted Affect g[,8] for model (M5)

Constricted affect trait clearly influences only two items, which have the
corresponding red box-plots. These items are 29 and 35. Both of them are examine the

impulsive consumer behavior.
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Figure 3.24: Box-plots for the coefficients of Suspiciousness g[,9] for model (M5)

The schizotypic trait of suspiciousness influences four items out of 37. These
items are 8, 13, 20 and 31. From all of them, only items 8 and 31 have to do with
excessive consumer behavior, 1.e. compulsive and impulsive consumer behavior
respectively.

Through the Table 3.7 we can see the possible influence of each schizotypic
trait on impulsive and compulsive consumer behaviors. So, the excessive social
anxiety (g[,2]), the odd behavior (g[,5]) and the suspiciousness (g[,9]) influence the
compulsive consumers. On the contrary, the unusual perceptual experiences (g[,4])
influence the impulsive consumer behaviors. Moreover for the impulsive consumers
we can conclude if the nine schizotypic traits influence their buying preferences
(items 29 to 37). Thus, the impulsive consumer’s preferences are influenced by the
ideas of reference (g[,1]), the excessive social anxiety (g[,2]), the trait of no close
friends (g[,6]), the constricted affect trait (g[,8]) and the suspiciousness (g[,9]).

It is obvious that, even if the nine schizotypic traits seem to influence both
impulsive and compulsive consumer behaviors, the last consumer behavior is
influenced to a higher grade. This conclusion is expected in same way because experts

consider compulsive behavior as a clinic disorder.
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As far as items 11 to 28 clearly are influenced by the schizotypic traits but

these items do no indicate an excessive consumer behavior.

Traits g[,1]

OO0 |Q|N| N | |W[N|—

=
CKKK] K
&

N
NG
NN

NN

34 V4
35 V4
36 V4

Red and blue colored items denote impulsive and compulsive consumer behaviors respectively

and black items the consumer preferences

Table 3.7: The influence of nine schizotypic traits on each item according to model (M5)
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3.5.2 Analysis of Two Factors Logit Model of Nine Traits of Schizotypy on

Consumer Behavior

After the study of each trait separately, it is worth to exclude all non-important
coefficients of schizotypic traits. In order to succeeded it we construct the following
model with the structure of (M5):

logit(yijx)=-bjx+aj *thetalit+aj.*theta2i +gj. *schizotypyi. (M6)
gz , when the 95% credible inerval is upper than 0
where gj=40 , when the 95% credible interval concludes the 0

giz , when the 95% credible interval is lower than 0
where 7, j, k have the same meaning as before: i=1,..,108, j=I1,...,37, k=1,...,4,
z=1,...,9. Schizotypy matrix has the same structure as before. For both gi." and g

normal prior distribution with mean equal to zero and variance equal to 1000 was

considered. Via Deviance Information Criterion (DIC) we received:

2 Factor (M6)

10470.00 | 10881.67

DICs have been derived from equations (2.7) and (2.12)
Table 3.8: DICs model (M6)

Taking into consideration Tables 3.5 and 3.8 the current model (M6) seems to
be sufficient. The estimated parameters gi. and g are away from zero as expected

by construction.

Low CI Upper CI
Parameters

MC _error

0.184

0.025

0.001

limit

0.135

limit

0.233

-0.136

0.038

0.001

-0.214

-0.063

Table 3.9: Estimated parameters gjz+ and gjz for model (M6)

Diagnostic visual convergence tests are provided in Figures 3.27-3.28. No

evidence of no convergence is presented.
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Figure 3.25: Indicative Diagnostic Tests for the 12" discrimination parameter and first latent

factor for the model (M6) for schizotypic data
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Figure 3.26: Indicative Diagnostic Tests for the 12" discrimination parameter and second

latent factor for the model (M6) for schizotypic data

The diagnostic test for remaining parameter are equivalent. It is evident, the
algorithm converges to its stationary chain. The estimated discrimination parameters
with their standard errors and Monte Carlo Errors are presented in Appendix A.
Although, the estimated parameters are slightly different to the ones of consumer
behavior model, their credible intervals are almost same resulting to similar
interpretation.

The credible intervals for the discrimination parameters for each factor are

presented visually in Figure 2.27 and the numeric estimation in Table A.11 at
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Appendix A. The outcomes are very close to the corresponding model of consumer

behavior (Model 3.2) and the same happens to their interpretation.
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Figure 3.27 : Credible Intervals for discrimination parameters for each factor for model (M6)

In Figures 3.28 and 3.29 standardized discrimination parameters are depicted

for each factor. Once again, the results are in similar level with those of consumer

behavior model.

means1.1

means1.1

0.0 10

-1.0

00 10

-10

Credible Intervals for Discrimination Parameters of 1st Factor

A S
I

Plot of Standardized Discriminations for Factor 1

20 21 22

23 24 26

Index

Figure 3.28: Standardized Discriminations for the first factor for model (M6)
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Figure 3.29: Standardized Discriminations for the second factor for model (M6)

A typical person shows high probability to express disagreement to the

queries. That conclusion in evident from Figure 3.30.
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94



106

102

55
a3

81

52 gg
10

80

79
54 30 24
105 27

»
g
5
®
st 62 25 35 89
3 70 27 95108 5570 y -0
£ 72 ) @ 1
g 59 Yo &3, 9
5 5 34 Pl ® 9
2 107 S%‘i 311513 86
5616 b ol ,d9 58 40
a7 68 5 29673 6 90
4 3108 % , 46, ;
- 84 67 8x2 23 104 61
101 77
446 75
47 %2
T T T T T
2 A 0 1 2

1st latent factor scores

Each number represents the latent score of each sample - member

Figure 3.31: Scatter Plot of latent scores

In Figure 3.31 the scatter plot of latent factors (first versus second) is
presented. From this figure it is obvious that latent scores are independently
distributed (shape “cloud”). The outlier points indicate individuals with problems. So,
if the first and second latent factor represent compulsive and impulsive buying
behaviors respectively, individuals who are upper from the red horizontal line
considered as individuals with intense impulsive buying behavior (individuals 53, 55,
81, 102, 106). Similarly, individuals who are rightmost of the vertical blue line
considered as individuals with strong compulsive buying behavior (individuals 40 and

7). Comparatively, between these cases and previous ones, impulsive buying behavior

is affected to a greater extent than compulsive buying behavior.

3.6 Discussion

The main theme of this chapter was the connection between excessive forms
of consumer behavior and schizotypy. Firstly, the theoretical frame of consumer
behavior was presented. In that point the definition and the excessive forms of
consumer behavior i.e. impulsive and compulsive buying were described. As far as

schizotypy, its main characteristics were listed with a short description. In conclusion
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of the theoretical part of this chapter the relationship between schizotypy and
consumer behavior was presented.

In the next step of this chapter, 108 fully completed questionnaires by
university students were used to study the latent structure of consumer behavior under
Item Response Theory approach. From the whole questionnaire, only questions with
ordered answers from one two to five, were used. So, two models were constructed
(with one and two factors) and the better was chosen via DIC.

Finally, in last model total SPQ scale and nine traits of schizotypy were added,
separately of each other. By these models, it was attempted to look for probable
relationship between schizotypy and consuming behavior. From all above process
seems to exist a strong association between excessive consumer behaviors and
especially with compulsive consumption and schizotypy.

As far as the fitness of the models for the scope of this thesis, from my point
of view, the model which combines consumer behavior with the nine traits of
schizotypy (model M6) is the most appropriate. Through that model it is possible to
detect a probable association between consumer behavior and the nine traits

schizotypy in detail.
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CHAPTER 4: CONCLUSIONS - DISCUSSION

4.1 Conclusions

In this thesis we have studied the latent structure of the consumer behavior and
whether is influenced by schizotypy through total SPQ score and via the nine
schizotypal traits. These schizotypal traits combined all the available information
coming from the 74 items of the schizotypal personality questionnaire (SPQ). Since
the SPQ expresses the schizotypal personality disorder, our target was to examine
whether or not this psychological disorder influences the consumer behavior.

We constructed latent variable models for ordinal data under the item response
theory (IRT) for one and two latent factors. In all models, the logit link function was
considered as the most appropriate one due to its straightforward interpretation. In the
whole analysis the categorical distribution has been taken as response distribution due
to the nature of our data. We have constructed one and two factor model in order to
study the consumer behavior and consequently we have also created the further
models by adding separately as covariates the total SPQ score and the nine
schizotypal traits in the corresponding one and two factor model structure.

The model assessment was carried out via the deviance information criterion.
A usual problem which arise in the application of this assessment tool is to result
negative number of “effective” parameters for the model. In such cases classic
estimate of DIC does not work and alternative but equivalent forms of DIC were used.
Hence, in every case of models (consumer behavior, consumer behavior and total
SPQ score, consumer behavior and nine traits of schizotypy) a two factor model was

considered as the most appropriate.

4.2 Association of Consuming Behavior and Schizotypy

In the questions of the consuming behavior were included questions which
detect excessive behaviors such as impulsive and compulsive consumptions. In the
construction of the models there is no separation of these two types of consumer

behaviors.
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A general conclusion is that there is an association between extreme
consuming behaviors and schizotypy. A more strong association was observed
between compulsive consumption and schizotypy. It must be referred that a person
may responds positively to one or more of nine schizotypal characteristics this does
not implies that this person has a strange or excessive consumer behavior. In other
words, a schizotypal person it is possible to show normal consumer behavior. On the
contrary, a schizotypal person with excessive consumer behaviors may show these

symptoms more intense than a non-schizotypal person.

4.3 Further Research - Proposals

Further research concerning the association between consumer behavior and
schizotypy can be drawn to several directions. First of all, it would be useful to look
for a possible interaction between impulsive and compulsive buying behaviors.
Especially, major lies in the influence between compulsive behavior with schizotypy
and vice versa since such a behavior is considered as a clinical condition by the
experts.

As far as the model assessment, Bayes Factor could be used instead of DIC.
The disadvantage of Bayes Factor is its completition in high dimensional models.
Furthermore, Watanabe - Akaike information criterion (WAIC) can be also
considered as an alternative. WAIC is a fully Beyesian approach for estimating the
out of sample expectations. It starts with the computed log pointwise posterior
predictive density and consequently adds a corrections for the effective number of
parameters to adjust for overfitting (more information can be found in Gelman et. al
2013).

In this thesis, the sample is not representative of the general Greek population.
The subjects of the sample consist of students in the School of Management Sciences
of the University of Aegean and Technological Education Institutes of Crete and
Piraeus. Concerning the age of the sample 54% was of the age 18-21, 38% between
22-25 years old, 7% between 26-29 and only one percent older than 30 years old.
Even if the financial dependence of the sample does not seem to be a problem a
survey with a much higher age interval group would provide a more suitable approach

to infer about the association between consumer behavior and SPQ. More specifically
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concerning the financial dependence, 80% of the subjects answered that are
independent financially and only 12% are fully dependent by their parents.
Furthermore, all participants have high educational level with 91% enrolled in a B.Sc
course and 9% in a M.Sc course (Oikonomou, 2008). Hence, this survey is focused
only in a very specific subset of the Greek population.

Concerning the study of the relation of the consumer behavior and schizotypy,
it would be interesting to study the inverse association. To see how and if consumer
behavior influences the schizotypal traits. In that case, latent variable models under
IRT approach would be applied. The difference lies in the nature of data which are
binary. Then, the number of factors could be from one to five and consumer behavior
could be added as covariates in the model. So, the separation of schizotypal traits
from the latent factors can be held with the following way:

e One factor: All scizotypal traits

e Two factors (Kendler’s et. al, 1991): The first one is the positive factor
which includes ideas of reference, odd beliefs, unusual perceptual
experiences, suspiciousness, social anxiety and odd speech. The other
factor, the negative includes suspiciousness, social anxiety, no close friends,
constricted affect and odd behavior.

e Three factors (Disorganized three factor model- Raine et al, 1994): The first
factor is called cognitive. In that factor belong ideas of reference, odd
beliefs, unusual perceptual experiences and suspiciousness. The second
factor is named interpersonal. It contains suspiciousness, social anxiety, no
close friends and constricted affect. The rest of the traits, i.e. odd behavior
and odd speech, consist the third factor which is the disorganized factor.

e Four factors (Paranoid four factor model- Stefanis et al, 2004): The first
factor is the cognitive which has the traits odd beliefs and unusual
perceptual experiences. Next is the negative factor. There are
suspiciousness, social anxiety, no close friends and constricted affect. Third
is the disorganized factor which includes the odd behavior and speech. The
paranoid factor is the fourth and consists of ideas of reference,
suspiciousness and social anxiety.

e Five factors (Fogelson et. al, 1999): The paranoid factor is the first one and

has ideas of reference and suspiciousness. The second is called positive
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factor and includes ideas of reference, odd beliefs, unusual perceptual
experiences. The schizoid is the next factor and consists of no close friends,
constricted affects and odd speech. The fourth factor is the avoidant. There
belong the following traits, ideas of reference and social anxiety. The last
factor is the disorganized and take account of suspiciousness, constricted
affect and odd behavior.

It is more than clear that a trait can belong to more than one factor. All of them

have advantages and disadvantages too. The three and four factor models are

the standard way to model such data.

Thank you for your interest and the time you devote for my thesis.
Mariatta P. Prifti
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Appendix A

Discrimination Parameters of Consumer Behavior

Discrimination
Parameters Mean Sd MC_error
a[1,1] 1.468 0.3312 0.009164
a[2,1] 3.031 0.6318 0.03682
a[2,2] 0.4091 0.2652 0.01281
a[3,1] 1.177 0.3534 0.01508
a[3,2] 0.8413 0.3114 0.01054
a[4,1] 2.774 0.5612 0.02882
a[4,2] -0.276 0.3978 0.02216
a[5,1] 2.545 0.5207 0.02743
a[5,2] 0.7708 0.3933 0.02009
a[6,1] 1.553 0.418 0.02191
a[6,2] 1.378 0.3463 0.01389
a[7,1] 0.7585 0.2683 0.006268
a[7,2] 0.007466 0.2368 0.005844
a[8,1] 1.574 0.3664 0.01585
a[8,2] 0.7425 0.2989 0.01145
a[9,1] 1.573 0.3866 0.01852
a[9,2] 1.087 0.3229 0.01325
a[10,1] 0.4478 0.2735 0.01132
a[10,2] 0.9151 0.2569 0.007201
a[11,1] -0.3587 0.4356 0.02674
a[11,2] 2.311 0.4408 0.02205
a[12,1] 0.5623 0.2546 0.007563
a[12,2] -0.3955 0.2464 0.006626
a[13,1] -0.556 0.2874 0.01109
a[13,2] 0.8696 0.2862 0.008308
a[14,2] 2.168 0.3863 0.01393
a[15,1] 0.4882 0.2518 0.009197
a[15,2] -0.7567 0.258 0.007802
a[16,1] 0.005971 0.4333 0.02698
a[16,2] 2.325 0.4422 0.01886
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a[17.1] 0.05228 0.2254 | 0.004521
a[17,2] -0.04554 | 0.2215 | 0.00404
a[18.1] 0.5813 03273 | 0.01628
a[18,2] -1.411 0.3251 | 0.01247
a[19,1] 0.63 0.2759 0.011

a[19,2] 0.7949 0.2556 | 0.007676
a[20,1] -0.395 02936 | 0.01285
a[20,2] 1.087 0.2841 | 0.008978
a[21,1] -0.07336 | 0.2415 | 0.005301
a[21,2] 0.2383 0.2338 | 0.005072
a[22,1] -0.3689 02945 | 0.01244
a[22,2] 0.9949 0.2886 | 0.008334
a[23,1] -0.411 0.2663 | 0.009219
a[23,2] 0.7524 0.2483 | 0.007146
a[24.1] -0.09461 | 0.2396 | 0.005288
a[24,2] -0.1851 0.2289 | 0.004633
a[25,1] -0.3077 03916 | 0.02256
a[25,2] 2.007 03973 | 0.01596
a[26,1] -0.3648 0.2486 | 0.006104
a[26,2] 0.3014 0.2278 | 0.005531
a[27.1] 0.3642 0.2659 | 0.008174
a[27,2] -0.5708 0.246 | 0.006411
a[28,1] -0.4831 0269 | 0.009952
a[28,2] 0.8039 0.2577 | 0.007428
a[29,1] 0.1592 0.3654 | 0.02082
a[29,2] 1.696 0.346 0.01245
a[30,1] 0.4441 0.2526 | 0.006315
a[30,2] -0.3029 0.2426 | 0.006323
a[31,1] 0.0112 026 | 0.007703
a[31,2] 0.4098 0.2569 | 0.005308
a[32,1] 0.7739 0.3206 | 0.01666
a[32,2] 1.501 0.3139 0.0108

a[33.1] 0.6194 0.2672 | 0.008409
a[33,2] -0.6059 0.2557 | 0.007464
a[34.1] 0.2505 03278 | 0.01692
a[34,2] 141 0.319 0.01028
a[35,1] 0.1416 0.2309 | 0.004871
a[35,2] -0.1644 0.2316 | 0.005399
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a[36,1] 0.5324 0.2842 | 001123
a[36,2] -0.9409 0.2741 | 0.008564
a[37.1] 0.6575 0.2881 | 0.01209
a[37,2] 0.8944 0.2735 | 0.007855

Table A.1: a[,1] , a[,2] represent discrimination parameters for the first
and second factor respectively

Standardized Discrimination Parameters of Consumer Behavior

Stand.
Discrimination Mean Sd MC_error
Parameters
st.discri[1,1] 0.8126 0.06555 0.001798
st.discrl[2,1] 0.9438 0.02333 0.001299
st.discrl[2,2] 0.3518 0.1768 0.007903
st.discrl[3,1] 0.7369 0.1093 0.004576
st.discrl[3,2] 0.6132 0.1488 0.004768
st.discrl[4,1] 0.9346 0.02475 | 0.001199
st.discri[4,2] -0.2304 0.3193 0.01787
st.discr1[5,1] 0.9237 0.02897 | 0.001536
st.discr1[6,1] 0.8201 0.08424 | 0.004838
st.discr1[6,2] 0.7918 0.07945 | 0.002936
st.discri[7,1] 0.5793 0.1405 | 0.003157
st.discrl[7,2] 0.00672 0.2198 0.005387
st.discr1[8,1] 0.829 0.0689 0.00306
st.discrl[8,2] 0.5651 0.1615 0.005786
st.discr1[9,1] 0.8275 0.07016 | 0.003543
st.discrl[9,2] 0.7121 0.1091 0.004145
st.discr1[10,1] 0.3811 0.2073 0.008734
st.discr1[10,2] 0.6556 0.1093 0.00297
st.discr1[11,1] -0.2801 0.3179 0.01896
st.discrl[11,2] 0.9108 0.03093 0.00152
st.discrl[12,1] 0.4649 0.1669 0.00478
st.discrl[12,2] -0.3454 0.1911 0.005103
st.discrl[13,1] -0.4544 0.191 0.00713
st.discrl[13,2] 0.6309 0.1308 0.003706
st.discrl[14,1] 0.4315 0.2796 0.01705
st.discrl[14,2] 0.9015 0.03168 | 0.001121
st.discrl[15,1] 0.4142 0.1808 0.006313
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st.discri[15,2] -0.5802 0.1352 | 0.003896
st.discri[16,1] 0.01239 03517 | 0.02157
st.discri[16,2] 0.9118 0.03087 | 0.001267
st.discri[17,1] 0.04882 02105 | 0.004238
st.discri[17,2] -0.04273 0207 | 0.003765
st.discri[18,1] 0.463 0.2086 | 0.009765
st.discri[18,2] -0.8014 0.06813 | 0.002599
st.discri[19,1] 0.5043 0.1729 | 0.007101
st.discri[19,2] 0.6002 0.1287 0.0038

st.discri[20,1] -0.337 0.2266 | 0.00974
st.discri[21,1] -0.06761 0.2228 | 0.004921
st.discri[21,2] 0.2168 0.2044 | 0.004414
st.discri[22,1] -0.3162 0.2288 | 0.009485
stdiscri[22,2] 0.6835 0.11 0.003072
st.discri[23,1] -0.3543 02052 | 0.007077
stdiscri[23,2] 0.5795 0.1308 | 0.00367
st.discri[24,1] -0.08789 0.22 0.004856
st.discri[24,2] -0.1704 0.2058 | 0.004151
st.discri[25,1] -0.2506 0.3044 | 0.01705
st.discri[25,2] 0.8866 0.03811 | 0.00149
st.discri[26,1] -0.3209 0.1982 | 0.00475
st.discri[26,2] 0.2718 0.1921 | 0.004703
st.discri[27,1] 0.3176 02105 | 0.006342
stdiscri[27,2] -0.472 0.162 | 0.004077
st.discri[28,1] -0.4074 0.1929 | 0.006924
st.discri[28,2] 0.6042 0.1282 | 0.003638
st.discri[29,1] 0.1389 03109 | 0.01775
st.discri[29,2] 0.8509 0.04994 | 0.001686
st.discri[30,1] 0.3816 0.1871 | 0.004631
st.discri[30,2] -0.2709 0.2024 | 0.005285
st.discri[31,1] 0.01009 0.2386 | 0.007076
stdiscri[31,2] 0.3548 0.197 | 0.003999
st.discri[32,1] 0.5772 0.1745 | 0.009518
st.discri[32,2] 0.8202 0.05964 | 0.00195
st.discri[33,1] 0.4995 0.1673 | 0.005045
st.discri[33,2] -0.493 0.1617 | 0.004676
st.discri[34,1] 0.2174 02741 | 0.01429
st.discri[34,2] 0.8014 0.06902 | 0.002119
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st.discri[35,1] 0.1309 0.21 0.004431
st.discri[35,2] -0.1516 0.2087 | 0.004825
st.discri[36,1] 0.4391 0.1936 | 0.007293
st.discri[36,2] -0.6638 0.1139 | 0.003624
stdiscri[37,1] 0.5187 0.1774 | 0.007717
st.discri[37,2] 0.6442 0.12 0.003316

Table A.2: st.discrl[,1] , st.discrl[,2] represent standardized discrimination parameters
for the first and second factor respectively

Difficulty Parameters of Consumer Behavior

Dif. Parameters Mean Sd MC_error
b[1,1] -2.908 0.4306 0.00937
b[1,2] -0.1955 0.2545 0.007706
b[1,3] 0.9527 0.2725 | 0.007797
b[1,4] 4.444 0.7019 0.01048
b[2,1] -3.501 0.6234 0.02633
b[2,2] 0.4043 0.4075 0.01739
b[2,3] 1.451 0.452 0.02029
b[2,4] 6.28 1.101 0.0447
b[3,1] -0.1897 0.263 0.008421
b[3,2] 2.176 0.362 0.009679
b[3,3] 4.092 0.6386 0.01497
b[3,4] 4.752 0.7785 0.01766
b[4,1] -0.8468 0.3819 0.01385
b[4,2] 2.257 0.4781 0.01974
b[4,3] 3.838 0.6454 0.02601
b[4,4] 7.753 1.54 0.03921
b[5,1] -5.502 0.923 0.03134
b[5,2] -1.191 0.3884 0.01579
b[5,3] -0.4766 0.3666 0.01495
b[5,4] 5.018 0.842 0.02988
b[6,1] -1.265 0.3437 0.01237
b[6,2] 1.378 0.3551 0.01378
b[6,3] 2.053 0.3894 0.0143
b[6,4] 5.068 0.8217 0.02004
b[7,1] -5.49 1.292 0.01218
b[7,2] -1.425 0.2614 | 0.005571
b[7,3] -0.7006 0.2289 0.005096
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b[7.4] 2.289 0.3413 | 0.005251
b[s.1] -2.506 04022 | 0.01212
b[8,2] -0.07285 | 02812 | 0.01081
b[8.3] 0.4087 0.2843 | 0.01083
b[8.4] 3.27 0.4943 | 0.01292
b[9,1] -2.156 0.3895 | 0.01312
b[9,2] 0.3021 0.297 0.01163
b[9,3] 0.945 03118 | 0.01174
b[9.4] 5.598 0.9723 0.0178

b[10,1] -2.818 0.3978 | 0.008476
b[10,2] -1.316 0.2645 | 0.007553
b[10,3] -0.4977 0.2362 | 0.007092
b[10,4] 1.811 0.3006 | 0.006797
b[11,1] -4.339 0.669 0.02387
b[11,2] -2.25 0.4335 | 0.01649
b[11,3] 0.4738 03492 | 0.01433
b[11,4] 3.38 05435 | 0.02112
b[12,1] -0.5135 02199 | 0.00437
b[12,2] 0.7486 0.2261 | 0.004283
b[12,3] 2.359 0.3459 | 0.005016
b[12,4] 5.496 1.275 0.01228
b[13,1] -0.3368 0.2347 | 0.005938
b[13,2] 1.354 0.2715 | 0.006376
b[14,3] 4.095 0.6649 | 0.008592
b[13,4] 28.9 18.07 0.182

b[14,1] -6.202 1.02 0.02249
b[14,2] -4.691 0.7093 | 0.01964
b[14,3] -1.03 0.3587 | 0.01365
b[14,4] 2.083 0.4103 | 0.01562
b[15,1] -2.751 0.3921 | 0.006528
b[15,2] -1.119 0.2513 | 0.005513
b[15,3] 0.6749 0.2344 | 0.005574
b[15,4] 2.347 0.348 | 0.006791
b[16,1] -0.7048 03524 | 0.01437
b[16,2] 0.7553 0.3539 0.0149

b[16,3] 2.387 0.4379 0.0168

b[16,4] 4.298 0.6342 | 0.02037
b[17,1] -2.365 0.3414 | 0.003729
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b[17.2] -0.7564 02116 | 0.002596
b[17,3] 0.6285 0.2067 | 0.002401
b[17,4] 3.771 0.6436 | 0.004899
b[18,1] -1.54 0.315 0.01048
b[18,2] -0.3728 0.2742 | 0.009802
b[18,3] 1.027 02902 | 0.00991
b[18,4] 2.647 0.4043 | 0.01139
b[19,1] -3.802 05694 | 0.008458
b[19,2] -1.407 02757 | 0.00676
b[19,3] 0.4536 0.2387 | 0.006178
b[19,4] 3.282 0.4727 | 0.007283
b[20,1] -1.428 0.2846 | 0.007477
b[20,2] -0.2628 0.2432 | 0.007224
b[20,3] 1.619 0.2922 | 0.007685
b[20,4] 4.666 0.8416 | 0.01096
b[21,1] -0.8169 0215 | 0.003677
b[21,2] -0.1509 0199 | 0.003482
b[21,3] 0.6391 0.2068 | 0.003331
b[21,4] 1.99 0.2958 | 0.003434
b[22,1] -0.2691 0.2351 | 0.006535
b[22,2] 0.5521 0.2402 | 0.006875
b[22,3] 1.822 0.3016 | 0.007646
b[22,4] 3.282 0.4749 | 0.008852
b[23,1] -4.566 0.8263 | 0.00976
b[23.2] -2.072 0.3148 | 0.006328
b[23,3] -0.3766 0225 | 0.005362
b[23.,4] 1.527 02732 | 0.005114
b[24,1] -3.012 0.4479 | 0.004374
b[24,2] -1.605 0.2635 | 0.002994
b[24,3] -8,61E-01 | 0.1979 | 0.002342
b[24,4] 1.815 0.28 0.002798
b[25,1] -0.7737 03276 | 0.01291
b[25,2] -0.04373 | 03174 | 0.01288
b[25,3] 1.509 0.3544 | 0.01372
b[25,4] 2.985 0.4446 | 0.01467
b[26,1] -2.707 0.3913 | 0.005051
b[26,2] -1.445 0.2575 | 0.004017
b[26,3] 0.2165 0.2057 | 0.003107
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b[26.4] 1.834 0.285 | 0.003183
b[27.1] -1.683 0.2743 | 0.005275
b[27.2] -0.8524 0.2277 | 0.004948
b[27,3] 0.5101 02195 | 0.004732
b[27,4] 1.799 0.2854 | 0.005045
b[28,1] -3.514 05232 | 0.008206
b[28,2] -2.449 0.3624 | 0.006717
b[28,3] -0.3038 02295 | 0.005278
b[28,4] 1711 02905 | 0.00599
b[29,1] -1.229 03109 | 0.01085
b[29,2] -0.2382 02882 | 0.01079
b[29,3] 1.402 0.3228 0.0115

b[29,4] 2.813 0.4237 | 0.01295
b[30,1] -0.08184 | 0.2082 | 0.003663
b[30,2] 1.021 0.2314 | 0.004007
b[30,3] 2.432 0353 | 0.004816
b[30,4] 4.441 0.8166 | 0.008404
b[31,1] 0.3095 0212 | 0.003533
b[31,2] 1.32 02502 | 0.00425
b[31,3] 2.549 0.3691 | 0.005622
b[31,4] 3.934 0.642 | 0.008228
b[32,1] -3.404 0.4884 | 0.01274
b[32,2] -1.803 03414 | 0.01152
b[32,3] 0.2118 0.2879 | 0.01068
b[32,4] 2.167 03632 | 0.01138
b[33,1] -1.479 0.2694 | 0.005471
b[33,2] -0.5359 0.2265 | 0.005189
b[33,3] 0.9348 0.2393 | 0.005377
b[33,4] 2.246 0.3337 | 0.005898
b[34,1] -0.5923 0.2745 | 0.009936
b[34,2] 0.367 02705 | 0.01004
b[34,3] 1.56 0.3098 0.0104

b[34,4] 3.173 0.4584 | 0.01173
b[35,1] -1.681 0.2698 | 0.003397
b[35,2] -0.6274 02107 | 0.002759
b[35,3] 0.8545 0.2189 | 0.002711
b[35.4] 2.978 0.4431 | 0.004357
b[36,1] -1.328 0.2678 | 0.00699
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Table A.3: Categories b[,i] where i: 1: definitely agree, 2: agree, 3: neither agree, nor disagree,
4:disagree, 5: definitely disagree. Questions: b[j,] where j=1,...,37

Cumulative Probabilities of a “Median” Individual in Each Category of Consumer

Behavior

b[36,2] 0.06165 0.2353 | 0.006781
b[36,3] 1.106 0.2635 | 0.007023
b[36.4] 3.177 0.459 | 0.008363
b[37,1] -2.578 0.3783 | 0.008432
b[37.2] -0.8705 0.2555 | 0.007521
b[37,3] 1.023 0.2646 | 0.007351
b[37,4] 2.686 0.3982 | 0.007961

Categories
Questions

1 2 3 4 5
[1] 0.05 0.45 0.72 0.99 1
[2] 0.03 0.60 0.81 1.00 1
[3] 0.45 0.90 0.98 0.99 1
[4] 0.30 0.91 0.98 1.00 1
[5] 0.00 0.23 0.38 0.99 1
[6] 0.22 0.80 0.89 0.99 1
[7] 0.00 0.19 0.33 0.91 1
[8] 0.08 0.48 0.60 0.96 1
[9] 0.10 0.57 0.72 1.00 1
[10] 0.06 0.21 0.38 0.86 1
[11] 0.01 0.10 0.62 0.97 1
[12] 0.37 0.68 0.91 1.00 1
[13] 0.42 0.79 0.98 1.00 1
[14] 0.00 0.01 0.26 0.89 1
[15] 0.06 0.25 0.66 0.91 1
[16] 0.33 0.68 0.92 0.99 1
[17] 0.09 0.32 0.65 0.98 1
[18] 0.18 0.41 0.74 0.93 1
[19] 0.02 0.20 0.61 0.96 1
[20] 0.19 0.43 0.83 0.99 1
[21] 0.31 0.46 0.65 0.88 1
[22] 0.43 0.63 0.86 0.96 1
[23] 0.01 0.11 0.41 0.82 1
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[24] 0.05 0.17 0.30 0.86 1
[25] 0.32 0.49 0.82 0.95 1
[26] 0.06 0.19 0.55 0.86 1
[27] 0.16 0.30 0.62 0.86 1
[28] 0.03 0.08 0.42 0.85 1
[29] 0.23 0.44 0.80 0.94 1
[30] 0.48 0.74 0.92 0.99 1
[31] 0.58 0.79 0.93 0.98 1
[32] 0.03 0.14 0.55 0.90 1
[33] 0.19 0.37 0.72 0.90 1
[34] 0.36 0.59 0.83 0.96 1
[35] 0.16 0.35 0.70 0.95 1
[36] 0.21 0.52 0.75 0.96 1
[37] 0.07 0.30 0.74 0.94 1

Categories: 1: definitely agree, 2: agree, 3: neither agree, nor disagree, 4:disagree, 5: definitely disagree (reference category)

Table A.4: Cumulative probabilities of consumer behavior for a typical person using equation (1.18)

Response Probabilities of a “Median” Individual in Each Category of Consumer

Behavior

Categories
Questions
1 2 3 4 5
[1] 0.05 0.40 0.27 0.27 0.01
[2] 0.03 0.57 0.21 0.19 0.00
[3] 0.45 0.45 0.08 0.01 0.01
[4] 0.30 0.61 0.07 0.02 0.00
[5] 0.00 0.23 0.15 0.61 0.01
[6] 0.22 0.58 0.09 0.10 0.01
[7] 0.00 0.19 0.14 0.58 0.09
[8] 0.08 0.40 0.12 0.36 0.04
[9] 0.10 0.47 0.15 0.28 0.00
[10] 0.06 0.15 0.17 0.48 0.14
[11] 0.01 0.09 0.52 0.35 0.03
[12] 0.37 0.31 0.23 0.09 0.00
[13] 0.42 0.37 0.19 0.02 0.00
[14] 0.00 0.01 0.25 0.63 0.11
[15] 0.06 0.19 0.41 0.25 0.09

113



[16] 0.33 0.35 0.24 0.07 0.01
[17] 0.09 0.23 0.33 0.33 0.02
[18] 0.18 0.23 0.33 0.19 0.07
[19] 0.02 0.18 0.41 0.35 0.04
[20] 0.19 0.24 0.40 0.16 0.01
[21] 0.31 0.15 0.19 0.23 0.12
[22] 0.43 0.20 0.23 0.10 0.04
[23] 0.01 0.10 0.30 0.41 0.18
[24] 0.05 0.12 0.13 0.56 0.14
[25] 0.32 0.17 0.33 0.13 0.05
[26] 0.06 0.13 0.36 0.31 0.14
[27] 0.16 0.14 0.32 0.24 0.14
[28] 0.03 0.05 0.34 0.43 0.15
[29] 0.23 0.21 0.36 0.14 0.06
[30] 0.48 0.26 0.18 0.07 0.01
[31] 0.58 0.21 0.14 0.05 0.02
[32] 0.03 0.11 0.41 0.35 0.10
[33] 0.19 0.18 0.35 0.18 0.10
[34] 0.36 0.23 0.24 0.13 0.04
[35] 0.16 0.19 0.35 0.25 0.05
[36] 0.21 0.31 0.23 0.21 0.04
[37] 0.07 0.23 0.44 0.20 0.06

Categories: 1: definitely agree, 2: agree, 3: neither agree, nor disagree, 4:disagree, 5: definitely disagree (reference category)

Table A.5: Response probabilities of consumer behavior for a typical person using equation (1.19)

Discrimination Parameters of Total SPQ Scale on Consumer Behavior (Model 3)

Discrimination

Parameters mean sd MC_error
a[1,1] 1.453 0.327 0.007348
a[2,1] 2.984 0.6326 0.03029
a[2,2] 0.3947 0.249 0.0104
a[3,1] 1.129 0.348 0.01268
a[3,2] 0.801 0.2978 0.009501
a[4,1] 2.694 0.5378 0.02189
a[4,2] -0.3037 0.3819 0.01811
a[5,1] 2.584 0.5262 0.02223
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a[5.2] 0.7853 0.41 0.01975
a[6,1] 1.529 0.4151 0.01905
a[6,2] 1.347 0.3524 0.01313
a[7.1] 0.7426 0.2707 0.006328
a[7,2] 0.00744 0.2425 0.00616
a[8,1] 1.564 0.3601 0.01394
a[8.2] 0.736 0.3082 0.01254
a[9,1] 1.502 0.3665 0.01523
a[9,2] 1.024 0.3298 0.0141

a[10,1] 0.4355 0.2763 0.01121
a[10,2] 0.8702 0.2543 0.006337
a[11,1] -0.3402 0.4455 0.02643
a[11,2] 2.247 0.4146 0.01521
a[12,1] 0.5542 0.256 0.006745
a[12.2] -0.4066 0.2477 0.006191
a[13,1] -0.5673 0.2905 0.01057
a[13.2] 0.8286 0.2808 0.006898
a[14,1] 0.6048 0.4469 0.02632
a[14.2] 2217 0.4325 0.01682
a[15,1] 0.4485 0.2568 0.009488
a[15,2] -0.7775 0.2493 0.005752
a[16,1] 0.01363 0.4376 0.02582
a[16,2] 2.275 0.4469 0.01576
a[17.1] 0.0195 0.2296 0.004461
a[17.2] -0.07875 0.2182 0.004192
a[18,1] 0.5645 0.3268 0.01564
a[18.2] -1.445 0.3254 0.01174
a[19,1] 0.6677 0.2848 0.01107
a[19,2] 0.8174 0.2579 0.008259
a[20,1] -0.4056 0.3038 0.0131

a[20,2] 1.06 0.2841 0.007618
a[21,1] -0.09582 0.2461 0.005302
a[21,2] 0.2125 0.2299 0.004688
a[22,1] -0.4013 0.2898 0.01196
a[22,2] 0.9282 0.2797 0.007351
a[23,1] -0.428 0.2691 0.009831
a[23.2] 0.7463 0.243 0.005645
a[24.1] -0.1498 0.2373 0.005404
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a[24.2] -0.2056 0.2309 0.004421
a[25,1] -0.2935 0.4041 0.02251
a[25.2] 1.936 0.383 0.01231
a[26,1] -0.3961 0.2442 0.00617
a[26,2] 0.2732 0.2199 0.004178
a[27,1] 0.291 0.2703 0.008334
a[27,2] -0.6322 0.2496 0.005905
a[28,1] -0.4963 0.2782 0.01069
a[28.2] 0.7686 0.2554 0.00649
a[29,1] 0.1392 0.3596 0.01913
a[29,2] 1.637 0.3358 0.00994
a[30,1] 0.4503 0.2543 0.005834
a[30,2] -0.3068 0.242 0.005508
a[31,1] -0.006771 0.2581 0.005927
a[31,2] 0.3819 0.254 0.004348
a[32,1] 0.7871 0.3536 0.01781
a[32.2] 1.508 0.3237 0.01161
a[33,1] 0.5495 0.2717 0.009465
a[33.2] -0.6682 0.2589 0.006696
a[34,1] 0.2456 0.3243 0.01563
a[34.2] 1.365 0.3148 0.009429
a[35,1] 0.1132 0.234 0.005869
a[35,2] -0.2017 0.2259 0.00422
a[36,1] 0.4896 0.2947 0.01187
a[36,2] -0.9706 0.2802 0.007895
a[37.1] 0.6361 0.3009 0.01199
a[37.2] 0.8735 0.2648 0.008788

Table A.6: a[,1] , a[,2] represent discrimination parameters for the first
and second factor respectively

Standardized Discrimination Parameters of Total SPQ Scale on Consumer Behavior

(Model 3)

Stand.
Discrimination Mean Sd MC_error
Parameters
st.discrl[1,1] 0.81 0.0655 0.001383
st.discrl[2,1] 0.9424 0.02211 9,24E-01
st.discrl[2,2] 0.3432 0.1725 0.007063
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stdiscri[3,1] 0.7219 0.116 0.004059
stdiscri[3,2] 0.5958 0.1498 0.004659
stdiscri[4,1] 0.9313 0.02585 0.001053
st.discri[4,2] -0.2516 0.3012 0.01427
stdiscri[5,1] 0.9257 0.02845 0.00116
stdiscri[5,2] 0.5639 0.217 0.01026
st.discri[6,1] 0.8165 0.08178 0.003725
st.discri[6,2] 0.7838 0.08388 0.00316
stdiscri[7,1] 0.5704 0.1456 0.00343
stdiscri[7,2] 0.006644 0.225 0.005741
st.discri[8,1] 0.8281 0.06451 0.002402
stdiscri[s,2] 0.5596 0.1687 0.006684
stdiscri[9,1] 0.8159 0.07193 0.00291
st.discri[9,2] 0.6884 0.1218 0.005026
st.discri[10,1] 0.3711 0.2079 0.008441
stdiscri[10,2] 0.6363 0.1156 0.00275
stdiscri[11,1] -0.268 0.3358 0.01962
stdiscri[11,2] 0.907 0.03101 0.001085
stdiscri[12,1] 0.4592 0.1705 0.00439
stdiscri[12,2] -0.3539 0.191 0.004746
stdiscri[13,1] -0.4613 0.1918 0.006785
stdiscri[13,2] 0.6126 0.1339 0.003257
stdiscri[14,1] 0.4505 0.2817 0.0166

stdiscri[14,2] 0.9041 0.03343 0.001249
stdiscri[15,1] 0.3843 0.1926 0.00709
stdiscri[15,2] -0.5924 0.1285 0.002889
st.discri[16,1] 0.01245 0.359 0.02112
st.discri[16,2] 0.9079 0.03372 0.00113
stdiscri[17,1] 0.0183 0.2142 0.004152
stdiscri[17,2] -0.0737 0.203 0.003904
stdiscri[18,1] 0.4519 0.2189 0.01028
st.discri[18,2] -0.8086 0.06484 0.002181
stdiscri[19,1] 0.5253 0.1696 0.006547
st.discri[19,2] 0.6107 0.128 0.004018
st.discri[20,1] -0.3436 0.2303 0.009799
st.discri[20,2] 0.7079 0.09961 0.002605
stdiscri[21,1] -0.08826 0.2253 0.004787
stdiscri[21,2] 0.1949 0.2044 0.00416
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st.discri[22,1] -0.3428 0.2235 0.009121
st.discri[22,2] 0.6578 0.1176 0.002933
st.discri[23,1] -0.3666 0.2034 0.007218
st.discri[23,2] 0.5771 0.1294 0.00297
st.discri[24,1] -0.1381 0.2155 0.004888
st.discri[24,2] -0.1887 0.2055 0.003929
st.discri[25,1] -0.2381 0.3162 0.01757
st.discri[25,2] 0.8797 0.0404 0.001223
st.discri[26,1] -0.3464 0.1899 0.004754
st.discri[26,2] 0.2489 0.1899 0.003596
st.discri[27,1] 0.2569 0.2244 0.006805
st.discri[27,2] -0.5105 0.1519 0.003535
st.discri[28,1] -0.4151 0.1972 0.007441
st.discri[28,2] 0.5867 0.1336 0.00336
st.discri[29,1] 0.1197 0.3053 0.01632
st.discri[29,2] 0.8425 0.05253 0.001469
st.discri[30,1] 0.3858 0.1882 0.004257
st.discri[30,2] -0.2745 0.2019 0.004539
st.discri[31,1] -0.006039 0.2367 0.005435
st.discri[31,2] 0.3335 0.199 0.003369
st.discri[32,1] 0.5772 0.1874 0.009318
st.discri[32,2] 0.8208 0.06037 0.002109
st.discri[33,1] 0.4531 0.1812 0.006133
st.discri[33,2] -0.5305 0.1541 0.003926
st.discri[34,1] 0.213 0.2715 0.01312
st.discri[34,2] 0.792 0.07048 0.002045
st.discri[35,1] 0.1045 0.2135 0.005314
st.discri[35,2] -0.1855 0.2013 0.003759
st.discri[36,1] 0.4073 0.212 0.008452
st.discri[36,2] -0.6751 0.1111 0.003017
st.discri[37,1] 0.5031 0.1855 0.007396
st.discri[37,2] 0.6362 0.1203 0.003904

Table A.7: st.discrl[,1], st.discrl[,2] represent standardized discrimination parameters
for the first and second factor respectively
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Difficulty Parameters of Total SPQ Scale on Consumer Behavior (Model 3)

Dif. Mean Sd MC_error
Parameters

b[1,1] -2.583 0.4314 0.01013
b[1,2] 0.1248 0.2733 0.009521
b[1,3] 1.275 0.2872 0.009755
b[1,4] 4776 0.7186 0.01193
b[2,1] -3.152 0.6521 0.02682
b[2,2] 0.7364 0.4274 0.01868
b[2,3] 1.776 0.4765 0.021
b[2,4] 6.593 1.157 0.04213
b[3,1] 0.1225 0.2672 0.008843
b[3,2] 2.468 0.3612 0.01065
b[3,3] 4.364 0.6184 0.01623
b[3,4] 5.018 0.7504 0.01859
b[4,1] -0.5046 0.3957 0.01545
b[4,2] 2.563 0.4822 0.01875
b[4,3] 4.13 0.6391 0.02314
b[4,4] 8.019 1.53 0.03545
b[5,1] -5.234 0.938 0.02865
b[5,2] -0.8807 0.394 0.01629
b[5,3] -0.1564 0.3747 0.01562
b[5,4] 5.426 0.865 0.02544
b[6,1] -0.9475 0.3413 0.01162
b[6,2] 1.694 0.3508 0.013
b[6,3] 2.369 0.3854 0.01356
b[6,4] 5.371 0.8424 0.01845
b[7,1] -5.162 1.274 0.01291
b[7,2] -1.105 0.2727 0.007162
b[7,3] -0.3809 0.2394 0.006916
b[7,4] 2.61 0.349 0.007374
b[8,1] -2.194 0.4001 0.01162
b[8,2] 0.2401 0.2872 0.01135
b[8,3] 0.723 0.2911 0.01148
b[8,4] 3.588 0.4971 0.01268
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b[9,1] -1.811 0.3832 0.01211
b[9,2] 0.6223 0.2939 0.01108
b[9,3] 1.255 0.3053 0.01111
b[9.4] 5.832 0.9604 0.01726
b[10,1] -2.505 0.3941 0.007937
b[10,2] -1.01 0.2687 0.007482
b[10,3] -0.1922 0.2414 0.007202
b[10,4] 2.11 0.3044 0.007364
b[11,1] -4.001 0.6484 0.01774
b[11,2] -1.946 0.4276 0.01392
b[11,3] 0.7432 0.3393 0.01237
b[11,4] 3.645 0.5306 0.01657
b[12,1] -0.2134 0.2341 0.00697
b[12,2] 1.049 0.2401 0.00708
b[12,3] 2.662 0.3553 0.007811
b[12,4] 5.787 1.265 0.01403
b[13.1] -0.05933 0.2441 0.007113
b[13,2] 1.634 0.2782 0.007297
b[13,3] 4.385 0.671 0.009568
b[13,4] 29.15 18.02 0.1591

b[14,1] -5.992 1.049 0.02464
b[14,2] -4.473 0.7331 0.02029
b[14,3] -0.7579 0.3581 0.01274
b[14,4] 2.417 0.4209 0.01448
b[15,1] -2.448 0.4041 0.008282
b[15,2] -0.8189 0.2621 0.007481
b[15,3] 0.9806 0.2482 0.007503
b[15,4] 2.669 0.3587 0.008362
b[16,1] -0.4151 0.3486 0.01285
b[16,2] 1.039 0.3455 0.01315
b[16,3] 2.67 0.4263 0.01465
b[16.4] 4574 0.6224 0.01721
b[17.1] -2.075 0.3532 0.006399
b[17,2] -0.4622 0.2296 0.005992
b[17,3] 0.9229 0.2261 0.005911
b[17.4] 4.073 0.6519 0.007672
b[18.1] -1.226 0.3254 0.01198
b[18,2] -0.04227 0.2898 0.01095
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b[18,3] 1.354 0.3052 0.01033
b[18.4] 2.988 0.4197 0.01173
b[19,1] -3.529 0.5789 0.009165
b[19,2] 1127 0.2836 0.007576
b[19,3] 0.7538 0.2469 0.007099
b[19,4] 3.615 0.4896 0.008363
b[20,1] -1.151 0.2924 0.008319
b[20,2] 0.0106 0.2489 0.007765
b[20,3] 1.899 0.2977 0.007927
b[20,4] 4.955 0.8345 0.01137
b[21,1] -0.5371 0.2269 0.006101
b[21,2] 0.1268 0.2119 0.006093
b[21,3] 0.9206 0.2199 0.005928
b[21,4] 2.285 0.3053 0.00606
b[22,1] 0.01962 0.2444 0.007383
b[22,2] 0.838 0.2489 0.007626
b[22,3] 2.102 0.3066 0.008185
b[22,4] 3.569 0.4761 0.00935
b[23.1] -4.298 0.8319 0.01027
b[23,2] -1.797 0.3245 0.007556
b[23,3] -0.09624 0.2382 0.006951
b[23.,4] 1.822 0.2833 0.007118
b[24.1] -2.719 0.4494 0.00717
b[24.2] -1.314 0.2744 0.006322
b[24,3] 0.3012 0.217 0.006111
b[24.4] 2.131 0.2928 0.006161
b[25.1] -0.488 0.3181 0.01101
b[25,2] 0.2308 0.305 0.01076
b[25,3] 1.775 0.346 0.0117

b[25.4] 3.243 0.4398 0.01288
b[26.1] -2.433 0.4007 0.006994
b[26,2] -1.165 0.2689 0.006322
b[26,3] 0.5037 0.2209 0.005776
b[26.4] 2.133 0.2996 0.006384
b[27.1] -1.393 0.2911 0.007897
b[27,2] -0.5568 0.2462 0.007602
b[27,3] 0.8187 0.2372 0.007436
b[27.4] 2.12 0.2984 0.007596
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b[28.1] -3.235 0.5278 0.009394
b[28,2] 2171 0.3696 0.008074
b[28,3] -0.0195 02394 | 0.006998
b[28,4] 2.001 0.2971 0.00789
b[29,1] -0.9298 0.3095 0.01024
b[29,2] 0.05379 0.2805 0.009723
b[29,3] 1.683 0.3123 0.009867
b[29,4] 3.088 0.4079 0.01051
b[30,1] 0.2356 0.2263 0.006681
b[30,2] 1.34 0.2495 0.007079
b[30,3] 2.752 0.3653 0.007568
b[30,4] 4.76 0.8245 0.01064
b[31,1] 0.6154 0.2187 0.005704
b[31,2] 1.624 0.2552 0.005907
b[31,3] 2.849 0.3728 0.006666
b[31,4] 4.231 0.649 0.008811
b[32,1] -3.121 0.4897 0.01152
b[32,2] -1.518 0.341 0.01048
b[32,3] 05125 0.2897 0.009611
b[32,4] 2.484 0.3711 0.01042
b[33.1] -1.19 0.281 0.007362
b[33,2] -0.2452 0.2429 0.007356
b[33,3] 1.235 0.2567 0.007846
b[33.4] 2.563 0.348 0.008758
b[34.1] -0.2945 0.271 0.008572
b[34.2] 0.6638 0.2671 0.008656
b[34,3] 1.854 0.3065 | 0.008796
b[34.4] 3.461 0.4503 0.00992
b[35,1] -1.395 0.277 0.00597
b[35,2] -0.3436 0.2213 0.005799
b[35,3] 1.143 0.2296 0.005954
b[35.4] 3.283 0.4477 0.007005
b[36,1] -1.02 0.2881 0.009217
b[36,2] 0.3752 0.2534 | 0.008959
b[36,3] 1.426 0.2797 0.009222
b[36.4] 3.518 0.4696 0.01033
b[37.1] -2.268 0.3792 0.008438
b[37.2] -0.5647 0.2562 0.007614
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b[37,3] 1.33 0.2657 0.007674
b[37.4] 2.988 0.3938 0.008504

Table A.8: Categories b[,i] where i: 1: definitely agree, 2: agree, 3: neither agree, nor disagree,
4:disagree, 5: definitely disagree. Questions: b[j,] where j=1,...,37

Cumulative Probabilities of a “Median” Individual in Each Category Total SPQ Scale

on Consumer Behavior (Model 3)

Questions Categories

1 2 3 4 5
[1] 0.07 0.53 0.78 0.99 1
[2] 0.04 0.68 0.86 1.00 1
[3] 0.53 0.92 0.99 0.99 1
[4] 0.38 0.93 0.98 1.00 1
[5] 0.01 0.29 0.46 1.00 1
[6] 0.28 0.84 0.91 1.00 1
[7] 0.01 0.25 0.41 0.93 1
[8] 0.10 0.56 0.67 0.97 1
[9] 0.14 0.65 0.78 1.00 1
[10] 0.08 0.27 0.45 0.89 1
[11] 0.02 0.12 0.68 0.97 1
[12] 0.45 0.74 0.93 1.00 1
[13] 0.49 0.84 0.99 1.00 1
[14] 0.00 0.01 0.32 0.92 1
[15] 0.08 0.31 0.73 0.94 1
[16] 0.40 0.74 0.94 0.99 1
[17] 0.11 0.39 0.72 0.98 1
[18] 0.23 0.49 0.79 0.95 1
[19] 0.03 0.24 0.68 0.97 1
[20] 0.24 0.50 0.87 0.99 1
[21] 0.37 0.53 0.72 0.91 1
[22] 0.50 0.70 0.89 0.97 1
[23] 0.01 0.14 0.48 0.86 1
[24] 0.06 0.21 0.57 0.89 1
[25] 0.38 0.56 0.86 0.96 1
[26] 0.08 0.24 0.62 0.89 1
[27] 0.20 0.36 0.69 0.89 1
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[28] 0.04 0.10 0.50 0.88 1
[29] 0.28 0.51 0.84 0.96 1
[30] 0.56 0.79 0.94 0.99 1
[31] 0.65 0.84 0.95 0.99 1
[32] 0.04 0.18 0.63 0.92 1
[33] 0.23 0.44 0.77 0.93 1
[34] 0.43 0.66 0.86 0.97 1
[35] 0.20 0.41 0.76 0.96 1
[36] 0.27 0.59 0.81 0.97 1
[37] 0.09 0.36 0.79 0.95 1

Categories: 1: definitely agree, 2: agree, 3: neither agree, nor disagree, 4:disagree, 5: definitely disagree (reference category)

Table A.9: Cumulative probabilities of consumer behavior for a typical person using equation (1.18)

Response Probabilities of a “Median” Individual in Each Category Total SPQ Scale

on Consumer Behavior (Model 3)

Categories
Questions
1 2 3 4 5
[1] 0.07 0.46 0.25 0.21 0.01
[2] 0.04 0.64 0.18 0.14 0.00
[3] 0.53 0.39 0.07 0.00 0.01
[4] 0.38 0.55 0.05 0.02 0.00
[5] 0.01 0.28 0.17 0.54 0.00
[6] 0.28 0.56 0.07 0.09 0.00
[7] 0.01 0.24 0.16 0.52 0.07
[8] 0.10 0.46 0.11 0.30 0.03
[9] 0.14 0.51 0.13 0.22 0.00
[10] 0.08 0.19 0.18 0.44 0.11
[11] 0.02 0.10 0.56 0.29 0.03
[12] 0.45 0.29 0.19 0.07 0.00
[13] 0.49 0.35 0.15 0.01 0.00
[14] 0.00 0.01 0.31 0.60 0.08
[15] 0.08 0.23 0.42 0.21 0.06
[16] 0.40 0.34 0.20 0.05 0.01
[17] 0.11 0.28 0.33 0.26 0.02
[18] 0.23 0.26 0.30 0.16 0.05
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[19] 0.03 0.21 0.44 0.29 0.03
[20] 0.24 0.26 0.37 0.12 0.01
[21] 0.37 0.16 0.19 0.19 0.09
[22] 0.50 0.20 0.19 0.08 0.03
[23] 0.01 0.13 0.34 0.38 0.14
[24] 0.06 0.15 0.36 0.32 0.11
[25] 0.38 0.18 0.30 0.10 0.04
[26] 0.08 0.16 0.38 0.27 0.11
[27] 0.20 0.16 0.33 0.20 0.11
[28] 0.04 0.06 0.40 0.38 0.12
[29] 0.28 0.23 0.33 0.12 0.04
[30] 0.56 0.23 0.15 0.05 0.01
[31] 0.65 0.19 0.11 0.04 0.01
[32] 0.04 0.14 0.45 0.29 0.08
[33] 0.23 0.21 0.33 0.16 0.07
[34] 0.43 0.23 0.20 0.11 0.03
[35] 0.20 0.21 0.35 0.20 0.04
[36] 0.27 0.32 0.22 0.16 0.03
[37] 0.09 0.27 0.43 0.16 0.05

Categories: 1: definitely agree, 2: agree, 3: neither agree, nor disagree, 4:disagree, 5: definitely disagree (reference category)

Table A.10: Response probabilities of consumer behavior for a typical person using equation (1.19)

Discrimination Parameters of Nine Traits of Schizotypy on Consumer Behavior

(Model 6)

Discrimination

Parameters mean sd MC_error
a[1,1] 1.499 0.32 0.007161
a[2,1] 2.899 0.588 0.02631
a[2,2] 0.584 0.3495 0.01774
a[3,1] 1.33 0.3407 0.01075
a[3,2] -0.4678 0.3166 0.01257
a[4,1] 2.538 0.5522 0.02558
a[4,2] 0.97 0.4614 0.02475
a[5,1] 2.716 0.5367 0.02114
a[5,2] -0.1092 0.4274 0.02297
a[6,1] 1.895 0.4005 0.01417
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a[6,2] -0.8519 0.3696 0.01784
a[7,1] 0.7003 0.2631 0.005711
a[7.2] 0.1887 0.25 0.007102
a[8,1] 1.756 0.3572 0.01141
a[8,2] -0.269 0.3225 0.01527
a[9,1] 1.725 0.3718 0.01237
a[9,2] -0.5429 0.3405 0.01612
a[10,1] 0.6727 0.2737 0.009953
a[10,2] -0.7192 0.2696 0.008542
a[11,1] 0.3037 0.4105 0.02439
a[11,2] -2.076 0.4177 0.01534
a[12,1] 0.4237 0.2445 0.007381
a[12,2] 0.5351 0.2593 0.00714
a[13,1] -0.3139 0.2969 0.01248
a[13,2] -1.069 0.2928 0.007681
a[14,1] 1.093 0.4126 0.02218
a[14,2] -1.866 0.4302 0.01773
a[15,1] 0.2661 0.2573 0.01056
a[15,2] 0.8789 0.2653 0.006712
a[16,1] 0.6356 0.4092 0.02314
a[16,2] -2.058 0.4354 0.01597
a[17,1] 0.05077 0.2245 0.003903
a[17,2] -0.05314 0.2341 0.004511
a[18,1] 0.2373 0.3403 0.01771
a[18,2] 1.54 0.3488 0.013

a[19,1] 0.7916 0.2723 0.008259
a[19,2] -0.5192 0.2657 0.009226
a[20,1] -0.0908 0.297 0.01387
a[20,2] -1.14 0.2947 0.007706
a[21,1] -0.01307 0.2375 0.005169
a[21,2] -0.2051 0.2512 0.005335
a[22,1] -0.08092 0.2824 0.01213
a[22,2] -0.9978 0.2922 0.007643
a[23,1] -0.2476 0.2573 0.009952
a[23,2] -0.7611 0.2512 0.005727
a[24,1] -0.2468 0.2299 0.00461
a[24,2] 0.2618 0.2408 0.005339
a[25,1] 0.19 0.3893 0.02223
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a[25,2] -1.909 0.4047 0.01306
a[26,1] -0.2661 0.2372 0.005565
a[26,2] -0.3308 0.235 0.004654
a[27,1] 0.1869 0.2712 0.009053
a[27,2] 0.7822 0.2755 0.00758
a[28,1] -0.2526 0.2536 0.008907
a[28,2] -0.749 0.2692 0.006032
a[29,1] 0.6146 0.3415 0.01749
a[29,2] -1.5 0.336 0.01058
a[30,1] 0.3216 0.2391 0.005577
a[30,2] 0.2703 0.2519 0.005399
a[31,1] 0.06425 0.2684 0.008309
a[31,2] -0.5748 0.2659 0.005986
a[32,1] 1.019 0.3359 0.01496
a[32,2] -1.143 0.3217 0.01195
a[33,1] 0.4222 0.2636 0.009706
a[33,2] 0.8168 0.2767 0.006688
a[34,1] 0.6056 0.3099 0.01346
a[34,2] -1.148 0.3181 0.009871
a[35,1] 0.09843 0.2286 0.005177
a[35,2] 0.2075 0.2354 0.005214
a[36,1] 0.3103 0.294 0.01229
a[36,2] 1.042 0.2965 0.008953
a[37,1] 0.8825 0.2906 0.009738
a[37,2] -0.6562 0.277 0.009827

Table A.11: a[,1] , a[,2] represent discrimination parameters for the first
and second factor respectively

Standardized Discrimination Parameters of Nine Traits of Schizotypy on Consumer

Behavior (Model 6)

Stand.
Discrimination Mean Sd MC_error
Parameters
st.discri[1,1] 0.8195 0.06011 0.001318
st.discrl[2,1] 0.9396 0.02316 0.001009
st.discrl[2,2] 0.4603 0.1968 0.009423
st.discrl[3,1] 0.7811 0.08103 0.002482
st.discrl[3,2] -0.3875 0.2301 0.009349
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st.discri[4,1] 0.9223 0.03171 0.001428
st.discri[4,2] 0.6423 0.1867 0.009211
st.discr1[5,1] 0.9324 0.02502 9,40E-01
st.discrl[5,2] -0.09237 0.3512 0.01893
st.discrl[6,1] 0.874 0.04541 0.001572
st.discrl[6,2] -0.6062 0.183 0.008967
st.discrl[7,1] 0.5484 0.1475 0.003161
st.discrl[7,2] 0.1714 0.2215 0.0062

st.discrl[8,1] 0.8586 0.0487 0.001471
st.discrl[8,2] -0.2323 0.2656 0.01272
st.discrl[9,1] 0.8536 0.05218 0.001685
st.discri[9,2] -0.4349 0.2331 0.0112

st.discri[10,1] 0.5305 0.1611 0.005694
st.discr1[10,2] -0.5577 0.1506 0.004697
st.discri[11,1] 0.2449 0.3168 0.01837
st.discri[11,2] -0.8922 0.03875 0.001368
st.discri[12,1] 0.3676 0.1866 0.005593
st.discri[12,2] 0.4456 0.1768 0.004749
st.discri[13,1] -0.2724 0.2425 0.01029
st.discr1[13,2] -0.7099 0.1016 0.002465
st.discri[14,1] 0.6993 0.1449 0.007461
st.discr1[14,2] -0.8686 0.05342 0.002127
st.discr1[15,1] 0.2388 0.2201 0.009103
st.discr1[15,2] 0.6385 0.1197 0.00298
st.discr1[16,1] 0.4785 0.2529 0.01386
st.discr1[16,2] -0.8898 0.04135 0.001441
st.discr1[17,1] 0.04757 0.2095 0.003624
st.discri[17,2] -0.04928 0.217 0.004191
st.discr1[18,1] 0.2042 0.2834 0.01481
st.discrl[18,2] 0.8252 0.06144 0.002184
st.discr1[19,1] 0.5957 0.1374 0.004032
st.discr1[19,2] -0.4336 0.1865 0.006526
st.discr1[20,1] -0.0817 0.2633 0.01233
st.discr1[20,2] -0.7331 0.09205 0.002344
st.discri[21,1] -0.01212 0.2208 0.004778
st.discrl[21,2] -0.1859 0.2207 0.004637
st.discrl[22,1] -0.0733 0.2546 0.01098
st.discrl[22,2] -0.6841 0.1107 0.0028
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st.discr1[23,1] -0.2227 0.2227 0.008674
st.discr1[23,2] -0.5835 0.1326 0.002896
st.discri[24,1] -0.2249 0.2006 0.004035
st.discrl[24,2] 0.2366 0.2072 0.004541
st.discrl[25,1] 0.1573 0.3201 0.01812
st.discrl[25,2] -0.8755 0.04534 0.001413
st.discri[26,1] -0.2409 0.205 0.004753
st.discri[26,2] -0.2955 0.1934 0.003795
st.discri[27,1] 0.1683 0.2376 0.007928
st.discri[27,2] 0.5905 0.1393 0.003628
st.discrl[28,1] -0.227 0.2178 0.007686
st.discrl[28,2] -0.574 0.1449 0.003181
st.discrl[29,1] 0.4812 0.215 0.0107

st.discrl[29,2] -0.8185 0.0627 0.001949
st.discrl[30,1] 0.287 0.1965 0.004547
st.discr1[30,2] 0.2422 0.2137 0.004533
st.discrl[31,1] 0.05794 0.2441 0.007545
st.discrl[31,2] -0.4711 0.1726 0.003763
st.discrl[32,1] 0.6849 0.1289 0.005599
st.discr1[32,2] -0.7303 0.1044 0.00379
st.discr1[33,1] 0.3634 0.202 0.007426
st.discr1[33,2] 0.6073 0.1371 0.003202
st.discrl[34,1] 0.4821 0.1958 0.008298
st.discr1[34,2] -0.7328 0.09873 0.002966
st.discrl[35,1] 0.09158 0.2115 0.004804
st.discr1[35,2] 0.1897 0.2088 0.004587
st.discr1[36,1] 0.2696 0.2408 0.01007
st.discr1[36,2] 0.7001 0.1056 0.003113
st.discr1[37,1] 0.636 0.1305 0.004283
st.discrl[37,2] -0.52 0.1668 0.005859

Table A.12: st.discrl[,1], st.discrl[,2] represent standardized discrimination parameters
for the first and second factor respectively
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Difficulty Parameters of Nine Traits of Schizotypy on Consumer Behavior (Model 6)

Dif. Mean Sd MC_error
Parameters

b[1,1] -2.919 0.4378 0.009329
b[1,2] -0.1813 0.2609 0.007789
b[1,3] 0.9673 0.2761 0.008029
b[1,4] 4,507 0.7206 0.01045
b[2,1] -3.429 0.6276 0.02476
b[2,2] 0.3833 0.392 0.01603
b[2,3] 1.409 0.4204 0.01659
b[2,4] 6.165 1.033 0.03025
b[3,1] -0.1682 0.2541 0.007804
b[3,2] 2.174 0.3539 0.009073
b[3,3] 4.079 0.6167 0.01419
b[3,4] 4734 0.7455 0.01659
b[4,1] -0.8468 0.3916 0.01551
b[4,2] 2.226 0.4704 0.01831
b[4,3] 3.794 0.6385 0.02413
b[4,4] 7.673 1.538 0.03727
b[5,1] -5.536 0.9483 0.02908
b[5,2] -1.211 0.3906 0.01574
b[5,3] -0.4883 0.3703 0.01511
b[5,4] 5.132 0.8729 0.02532
b[6,1] -1.465 0.3439 0.01157
b[6,2] 1.198 0.3522 0.01273
b[6,3] 1.87 0.3872 0.0133
b[6.4] 4912 0.8359 0.0177
b[7,1] -5.114 1.286 0.01222
b[7.,2] -1.027 0.2642 0.005595
b[7,3] -0.2901 0.2349 0.005406
b[7.,4] 2.766 0.3466 0.005784
b[8,1] -2.89 0.4202 0.01275
b[8,2] -0.432 0.3035 0.01154
b[8,3] 0.05755 0.3066 0.01158
b[8,4] 2.976 0.5128 0.01268
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b[9,1] -1.617 0.38 0.01099
b[9,2] 0.861 0.2965 0.01078
b[9,3] 1.522 0.3121 0.01106
b[9.4] 6.238 0.9853 0.01669
b[10,1] -2.781 0.3962 0.007199
b[10,2] -1.287 0.263 0.006569
b[10,3] -0.4737 0.2354 0.006131
b[10,4] 1.815 0.2965 0.005941
b[11,1] -3.814 0.6429 0.01783
b[11,2] -1.773 0.4275 0.01422
b[11,3] 0.911 0.3439 0.01288
b[11,4] 3.755 0.5181 0.01661
b[12,1] -0.522 0.2224 0.004326
b[12,2] 0.7375 0.227 0.004544
b[12,3] 2.347 0.3428 0.005456
b[12,4] 5.475 1.269 0.0123

b[13,1] 0.1211 0.2524 0.007178
b[13,2] 1.89 0.2948 0.00853
b[13,3] 4712 0.6861 0.01128
b[13,4] 29.42 17.86 0.182

b[14,1] -5.485 1.015 0.02133
b[14,2] -3.996 0.7176 0.0178

b[14,3] -0.2866 0.3552 0.01278
b[14,4] 2.867 0.4325 0.01476
b[15,1] -2.779 0.3935 0.006921
b[15,2] -1.144 0.2549 0.006036
b[15,3] 0.6549 0.236 0.005582
b[15,4] 2.338 0.3459 0.005804
b[16,1] 0.03867 0.3446 0.01248
b[16,2] 1.48 0.3436 0.01355
b[16,3] 3.1 0.427 0.01565
b[16,4] 5.011 0.63 0.01874
b[17,1] -2.634 0.3776 0.007034
b[17,2] -1.0 0.2611 0.006564
b[17,3] 0.4124 0.256 0.006265
b[17.4] 3.598 0.6427 0.007919
b[18,1] -2.145 0.3554 0.01194
b[18,2] -0.9373 0.3173 0.01127

131



b[18,3] 0.5115 0.3328 0.01154
b[18,4] 2.177 0.4483 0.0137

b[19,1] -3.11 0.5798 0.00827
b[19,2] -0.7115 0.285 0.006898
b[19,3] 1.18 0.2533 0.006983
b[19,4] 4.052 0.4926 0.0088

b[20,1] -0.9584 0.2863 0.007303
b[20,2] 0.2044 0.2492 0.007419
b[20,3] 2.126 0.3001 0.008173
b[20,4] 5.22 0.8294 0.01108
b[21,1] -0.8146 0.2134 0.003079
b[21,2] -0.1486 0.1975 0.002935
b[21,3] 0.6397 0.2058 0.003016
b[21,4] 1.989 0.2978 0.00351
b[22,1] -0.234 0.2321 0.006225
b[22,2] 0.5837 0.2392 0.006649
b[22,3] 1.842 0.3001 0.00745
b[22,4] 3.292 0.4694 0.008775
b[23,1] -3.993 0.8156 0.00936
b[23,2] -1.496 0.32 0.006761
b[23,3] 0.2545 0.2396 0.006615
b[23,4] 2.206 0.292 0.007415
b[24,1] -2.48 0.4543 0.006264
b[24,2] -1.062 0.2739 0.004843
b[24,3] 0.5908 0.2154 0.004692
b[24,4] 2.477 0.2973 0.005482
b[25,1] -0.1397 0.3245 0.01216
b[25,2] 0.5703 0.3147 0.01224
b[25,3] 2.13 0.357 0.0132

b[25,4] 3.628 0.4488 0.0144

b[26,1] -2.704 0.3893 0.005162
b[26,2] -1.437 0.2514 0.003998
b[26,3] 0.2234 0.2059 0.003602
b[26,4] 1.834 0.2861 0.004055
b[27,1] -1.735 0.2831 0.006146
b[27,2] -0.885 0.2358 0.005615
b[27,3] 0.5162 0.2269 0.005021
b[27,4] 1.83 0.293 0.005235
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b[28,1] -3.19 0.5246 0.009623
b[28,2] -2.123 0.3687 0.007786
b[28,3] 0.07452 0.2445 0.006207
b[28,4] 2.139 0.306 0.006801
b[29,1] -1.159 0.2999 0.009494
b[29,2] -0.1934 0.276 0.009375
b[29,3] 1.406 0.3084 0.009786
b[29,4] 2.804 0.4126 0.01043
b[30,1] 0.2367 0.2113 0.004114
b[30,2] 1.355 0.2314 0.00456
b[30,3] 2.777 0.3479 0.005497
b[30,4] 4.784 0.814 0.007996
b[31,1] 1.178 0.2472 0.007097
b[31,2] 2.258 0.2873 0.008076
b[31,3] 3.514 0.3987 0.009087
b[31,4] 4.9 0.6648 0.01129
b[32,1] -2.175 0.4939 0.01287
b[32,2] -0.5795 0.3607 0.01196
b[32,3] 1.471 0.3228 0.0119

b[32,4] 3.514 0.4085 0.01326
b[33,1] -1.513 0.2737 0.006114
b[33,2] -0.564 0.2315 0.005916
b[33,3] 0.9254 0.247 0.006078
b[33,4] 2.255 0.3387 0.00657
b[34,1] 0.1407 0.2811 0.009015
b[34,2] 1.104 0.2799 0.009249
b[34,3] 2.294 0.3179 0.009872
b[34,4] 3.905 0.461 0.01089
b[35,1] -1.693 0.2722 0.003564
b[35,2] -0.6402 0.2118 0.003133
b[35,3] 0.8476 0.2164 0.00279
b[35,4] 2.978 0.4443 0.004027
b[36,1] -1.889 0.3159 0.009737
b[36,2] -0.4657 0.2819 0.009675
b[36,3] 0.5967 0.3045 0.009895
b[36,4] 2.692 0.4894 0.01102
b[37,1] -2.55 0.3733 0.00691
b[37.2] -0.8485 0.2492 0.005955
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b[37,3]

1.04

0.2555

0.005993

b[37,4]

2.7

0.3942

0.006686

Table A.13: Categories b[,i] where i: 1: definitely agree, 2: agree, 3: neither agree, nor disagree,
4:disagree, 5: definitely disagree. Questions: b[j,] where j=1,...,37

Cumulative Probabilities of a “Median” Individual in Each Category Nine Traits of

Schizotypy on Consumer Behavior (Model 6)

Questions Categories

1 2 3 4 5
[1] 0.05 0.45 0.72 0.99 1
[2] 0.03 0.59 0.80 1.00 1
[3] 0.46 0.90 0.98 0.99 1
[4] 0.30 0.90 0.98 1.00 1
[5] 0.00 0.23 0.38 0.99 1
[6] 0.19 0.77 0.87 0.99 1
[71 0.01 0.26 0.43 0.94 1
(8l 0.05 0.39 0.51 0.95 1
[l 0.17 0.70 0.82 1.00 1
[10] 0.06 0.22 0.38 0.86 1
[11] 0.02 0.15 0.71 0.98 1
[12] 0.37 0.68 0.91 1.00 1
[13] 0.53 0.87 0.99 1.00 1
[14] 0.00 0.02 0.43 0.95 1
[15] 0.06 0.24 0.66 0.91 1
[16] 0.51 0.81 0.96 0.99 1
[17] 0.07 0.27 0.60 0.97 1
[18] 0.10 0.28 0.63 0.90 1
[19] 0.04 0.33 0.76 0.98 1
[20] 0.28 0.55 0.89 0.99 1
[21] 0.31 0.46 0.65 0.88 1
[22] 0.44 0.64 0.86 0.96 1
[23] 0.02 0.18 0.56 0.90 1
[24] 0.08 0.26 0.64 0.92 1
[25] 0.47 0.64 0.89 0.97 1
[26] 0.06 0.19 0.56 0.86 1
[27] 0.15 0.29 0.63 0.86 1
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[28] 0.04 0.11 0.52 0.89 1
[29] 0.24 0.45 0.80 0.94 1
[30] 0.56 0.79 0.94 0.99 1
[31] 0.76 0.91 0.97 0.99 1
[32] 0.10 0.36 0.81 0.97 1
[33] 0.18 0.36 0.72 0.91 1
[34] 0.54 0.75 0.91 0.98 1
[35] 0.16 0.35 0.70 0.95 1
[36] 0.13 0.39 0.64 0.94 1
[37] 0.07 0.30 0.74 0.94 1

Categories: 1: definitely agree, 2: agree, 3: neither agree, nor disagree, 4:disagree, 5: definitely disagree (reference category)

Table A.14: Cumulative probabilities of consumer behavior for a typical person using equation (1.18)

Categories
Questions
1 2 3 4 5
[1] 0.05 0.40 0.27 0.27 0.01
[2] 0.03 0.56 0.21 0.20 0.00
[3] 0.46 0.44 0.08 0.01 0.01
[4] 0.30 0.60 0.08 0.02 0.00
[5] 0.00 0.23 0.15 0.61 0.01
[6] 0.19 0.58 0.10 0.12 0.01
[7] 0.01 0.25 0.17 0.51 0.06
(8] 0.05 0.34 0.12 0.44 0.05
[] 0.17 0.53 0.12 0.18 0.00
[10] 0.06 0.16 0.16 0.48 0.14
[11] 0.02 0.13 0.56 0.27 0.02
[12] 0.37 0.31 0.23 0.09 0.00
[13] 0.53 0.34 0.12 0.01 0.00
[14] 0.00 0.02 0.41 0.52 0.05
[15] 0.06 0.18 0.42 0.25 0.09
[16] 0.51 0.30 0.15 0.03 0.01
[17] 0.07 0.20 0.33 0.37 0.03
[18] 0.10 0.18 0.35 0.27 0.10
[19] 0.04 0.29 0.43 0.22 0.02
[20] 0.28 0.27 0.34 0.10 0.01
[21] 0.31 0.15 0.19 0.23 0.12
[22] 0.44 0.20 0.22 0.10 0.04
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[23] 0.02 0.16 0.38 0.34 0.10
[24] 0.08 0.18 0.38 0.28 0.08
[25] 0.47 0.17 0.25 0.08 0.03
[26] 0.06 0.13 0.37 0.30 0.14
[27] 0.15 0.14 0.34 0.23 0.14
[28] 0.04 0.07 0.41 0.37 0.11
[29] 0.24 0.21 0.35 0.14 0.06
[30] 0.56 0.23 0.15 0.05 0.01
[31] 0.76 0.15 0.06 0.02 0.01
[32] 0.10 0.26 0.45 0.16 0.03
[33] 0.18 0.18 0.36 0.19 0.09
[34] 0.54 0.21 0.16 0.07 0.02
[35] 0.16 0.19 0.35 0.25 0.05
[36] 0.13 0.26 0.25 0.30 0.06
[37] 0.07 0.23 0.44 0.20 0.06

Categories: 1: definitely agree, 2: agree, 3: neither agree, nor disagree, 4:disagree, 5: definitely disagree (reference category)

Table A.15: Response probabilities of consumer behavior for a typical person using equation (1.19)
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APPENDIX B

The whole questionnaire is in the end of Appendix B. The under analysis questions

for the consuming behavior are:

1. H ékdppaon «Just do it» unopei va meplypdPeL TNV ayopacTikr) CUUTEPLPOPA LOU.

SUUPWVW Suudwvw  ASladopw  Aladpwvw Alodwvw

AnoAuta(l) (2) (3) (4) andAuta(s)

2. Zuxva ayopalw mpolovta Xwpig va okedtw.

Jupdwvw Supdwvw  Adadopw  Aladwvw  Aldwvw

AnoAuta(l) (2) (3) (4) andAuta(s)

3. Nuwbw aviouxa Tig LépeG ou Sev mnyaivw yla Pwvia.

SupdwVw Supdwvw  Adadopw  Adwvw  Atadwvw

AnoAuta(l) (2) (3) (4) anoAuta(5)

144



4.. « Ayopacé To Twpa Kal okEYOoU TO apydTepa» MEPLYPADEL TOV TPOTIO UE TOV OMoio ayopdlw.

SUUPWVW Suppwvw  Adodopw  Aladwvw  Aladwvw

Anoduta(l) (2) (3) (4) anoAuta(s)

5. Kamoleg dpopég eipat Aiyo amepiokentog 6oov adopd TG ayopES pou.

Supdwvw Supdpwvw  ASadopw  Aldwvw  Aladwvw

Anoiuta(l) (2) (3) (4) anoAuta(5)

6. AAG NBela va ayopdow KATL Kat Sev e evbiédepe T Ba ATav auto

Supdwvw Supdwvw  ASadopw  Awdwvw  Aadwvw

Anohuta(l) (2) (3) (4) andAuta(s)

7. 0tav 8w kdtL ou BéAw To ayopdlw

SupdwVW Supdwvw  AdSadopw  Adwvw  Atadpwvw

Anohuta(l) (2) (3) (4) anoAuta(5)
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8. Aydpaoa PpAyLOTo AKOUA KL OTAV HEEPX OTL TAL OLKOVOULKA LoU SV EMApKOUOQV.

Supdwvw Supdwvw  ASadopw  Aldwvw  Atedwvw

AnoAuta(l) (2) (3) (4) anohuta(5)

9. Aydpaoa KATL KoL dtav eMEoTpeda omitt SV ALOUV Giyoupog/ N ylati To ayopaca

Supdwvw Supdwvw  ASadopw  Aldwvw  Atedwvw

Anoiuta(l) (2) (3) (4) anoAuta(s)

10 O Elliott, R unootnpileL o mponyolUevn €peuva Tou, OTL Otav n Stabeor pag Sev eival KOAR ayopdloUpe KOTOVOAWTIKA
ayaBd ya va viwooupe kaAltepa. Supdwvelte?

Supdwvw Supdwvw AbdLadopw Aladwvw Aladwvw

AnoAuta(l) (2) (3) (4) andAuta(s)

Mota/ ¢ amo TG MOPAKATW KATNYOPLEG MTPOLOVTWY ayopAlETe KAl TTOGO CUCTNUATIKA;

KaBoAou  MoAu Aiyo Aiyo MoAy Mapa o0

11 nMpoidvta meputoinong owpatog  (copmouay,
apwuata KAT)

12 ABANTKO g€omAlopo (pakETeg, UrdAeg, ab. UmAoUTeg
KATT)

13 Eidn vowokuplol (paxaipta, motrpla, KATOAPOAES
KATT)

14  Eidn pouxlopol (UrmAoUleg, TovTEAOVLA, TIOUKAMLON
KATT)

15  Mouoin (kaoéteg, Siokot, Cds KAm)
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16

17

18

19

Koopfpata ( doaxtuAibia, okoulapikia, KAT)

BiBAia ( meplodikd, Aoyoteyvia, kAT)

HAektpovikd €i6n Puyaywyiag (Bwreotawvieg, DVDs,
mauyvidia H/ Y, KkAm)

MNanoUtola (AOANTIKA, UTOTEC, KATT)

AAAO:

XPOVIKQ, TTO0O OKEDTEDTE TNV Ayopd yLa TNV KaBepio amd Tig MapoKATW KATNYOPLEG TPOLlOVIWY;

20

21

21

23

24

25

26

27

28

KaBoAou

Mpolévta  meputoinong owuatog  (capmoudv,
apwpata KAT)

ABANTIKO €§OMALOUO (POKETEC, UIAAEG, 0. UMAOUTEG
KATT)

Eidn volwokuploU (paxaipta, motrApla, KOToAPOAES
KATT)

Ei6n pouxlopol (MmAoUTeg, mMavteAovLa, TTOUKAULOA
KATT)

Mouaoikn (kaoéteg, Siokot, Cds KAm)

Kooprpata ( SoaxtuAibia, okoulapikia, KAT)

BiBAia ( meplodikd, Aoyoteyvia, kAT)

HAektpovikd €ibn Yuxaywyiag (Bwreotawvieg, DVDs,
maxvibia H/ Y, kAm)

MNanovutola (ABANTIKA, UIOTEG, KATT)

MoAU Aiyo

Aiyo

MoAy

Mapa 1oAY
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- AMNo:

Tow / &g amd T MAPaKAT® KOTyopieg Tpoiovimv Bo ayopalate owbBopunTa Kot 1OG0 cvyvd; (T.x. Av tepvovcate £Em amod Eva
KoTdotnpa Kot BAémote po prdodla mov cog apéoel ToAD Oa v ayopdlote xmpig va To oKkeQTeite Woitepas;)

KaBohou  MoAu Alyo Aiyo MoAu Mdpa moAy

29 Npoidvta meputoinong owpoto¢  (caumoudv,
apwuata KAT)

30 ABANTKO €EOTMALOMO (PaKETEG, UMAAEG, aB. UMAOUTEG
KATT)

31 Ei6n vowokuploU (poxoaipla, TOTAPLA, KOTCOPOAES
KATT)

32 Eibn pouxlopou (MmAoUTeg, mMavteAOVLA, TTOUKAULOQ
KATT)

33 Mouokn (kaoéteg, Siokot, Cds kAr)

34  Koouruora ( SaxtuAidia, okouAapikia, KATT)

35  BiBAia ( meprodika, Aoyotexvia, KAT)

36  HAektpovikd €idn Yuxaywyiag (Bwreotawvieg, DVDs,
maxvibia H/ Y, kAm)

37 Nanoutola (aBANTIKA, UdTeg, KATT)

- AMo:
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