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ABSTRACT 

This paper provides a  br ie f  s t ruc tu ra l  perspective of 
d i sc re t e  weighted d i s t r i bu t ions  in  theory and p rac t i ce .  It 
develops a  unified view of previ0.a work involving univariate  
and b iva r i a t e  models with some new r e s u l t s  pertaining t o  
mixtures, form-invariance and Bayesian inference.  

1. INTRODUCTION AND S W Y  - 

The concept of weighted d i s t r i bu t ions  can be traced t o  the 
study of t h e  e f f e c t s  of methods of ascertainment upon estimation 
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908 PAIIL, R A O ,  A N D  RAINAPARKHI 

of frequencies by Fisher in 1934 and i t  was formulated in 
general terms and developed by Rao in  a paper presented a t  t he  
F i r s t  Internat ional  Symposium on Classical  and Contagious 
Discrete Distr ibutions held in  Montreal i n  1963  Since then, a 
number of papers have appeared on the s u b j e c t  The bibliography 
a t  the end o f '  i h i s  paper provides a f'ew r e f e rences  A more 
comprehensive bibliography is under preparation in  conjunction 
with an ongoing advanced research conference on weighted 
d i s t r i bu t ions  and re la ted  weighted methods fo r  s t a t i s t i c a l  
analysis  and in terpre ta t ion  of encountered data, observational 
s tudies ,  representativeness issues,  and resul t ing  inferences 
See, for  example, P a t i l ,  Rao, and Zelen (1985),, 

R A Fisher posed the problem of s t a t i s t i c a l  inference a s  
that  of' spec i f ica t ion ,  estimation, t e s t i ng  of hypothesis and 
in terpre ta t ion  of r e s u l t s  for fu ture  course of a c t i o n  He l a i d  
great  s t r e s s  on specif icat ion,  which in  modern terms may be 
described as  the choice of a family of probabil i ty measures on 
the  sample space.  A wrong choice may lead t o  wrong inference, 
which is sometimes described a s  the th i rd  kind of e r r o r .  The 
concept of' weighted d is t r ibut ions  was developed during the  l a s t  
25 years as a useful tool  i n  the se lec t ion  of appropriate models 
for observed data, spec ia l ly  when samples a r e  drawn without a 
proper f r s e  

2. UNIVARIATE DISCRETE WEIGHTED DISTRIBUTIONS - 

Consider a mechanism generating a non-negative random 
var iable  (rv)X with probabi l i ty  (density) function (pdf'/pf) 
f(x)  = f (x ;  B) , Let W(X) = w ( x . ~ )  be a non-negative weight 
function (wf) and assume tha t  B[w(X)] e x i s t s ~  Denote a new 
pdf' by 

and the  corresponding rv by x W ,  Then X and xW are  
referred t o  a s  or ig ina l  and weighted rv ' s  and t h e i r  respect ive 
d i s t r i bu t ions  a r e  ca l l ed  or ig ina l  and weighted d i s t r i bu t ions .  

When sampling a population with X -. f(x), t he  recorded 

observation xW turns out t o  be a weighted version of X with 

wf W(X) = xu, a > 0, xW is sa id  t o  be s i z e b i a s e d  of order 
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DiSCREIE WEICHZBD DISIRIBUIIONS 909 

b a,sometimes wri t ten as X , See, f o r  example, Rao (1965, 1985) 
where a = 1/2 was found t o  pr.ovide a good f i t  t o  data on the 

number of albino chi ldren i n  a family ascertained through 

ef 'fected c h i l d r e n  When a = 1, xW is wr.itten as  X* = xSi and 
is simply ca l led  size-biased, and has size-biased pdf 

The following tabulat ion gives ce r t a in  d iscre te  d is t r ibut ions  
and t h e i r  s ize-biased forms,, 

Form of weight functions useful i n  s c i e n t i f i c  and s t a t i s t i c a l  
l i t e r a t u r e  include: 

(1) W(X) = xa for x = 1,2,3,1/2,2/3,  0 < a < 1 
a 

(2) W(X) = (;) for a = 1>1/2, 0 < a < 1, 

Table 1: Certain Discrete Distr ibutions and the i r  Size-Biased 
Versions 

rv  * ~f size-biased version 

Binomial, (i)pX(l-p)n-X l+B(n-1,p) 
B(n,pi 

Poisson, e-A~x/x! l+P(X) 
P(A) 

Negative Binomial, (k+c-l)pk(l-p)x l+NB(k+l,p) 
NB(k,p) 

Logarithmic Ser ies ,  aX/x[-log(1-a)] l+NB(l,p) 
L(0) 

Hyper geometr i c ,  M N-M 
(x) (n-x)/(E) l+ff(n-1,M-1,N-1) 

H(n,M,N) 

Binomial Beta, 
BB(k,S,J) 
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910 PATII, RAO, AND RATNAPARKHI 

(6) W(X) = l-(1-p)' for  0 < 8 < 1 

(8) W(X) = G(x) = Prob(Y<x) for some rv Y 

(10) W(X) = r ( x ) ,  where r (x)  is the probabil i ty 
of  "survival" of observation x 

m: If r(x)  = 1, x E T and r (x)  = fl : ~ < ~ w l s e ,  we 

generate truncated d is t r ibut ions  with a given support T Thus 
the  study of truncated d is t r ibut ions  can be brought under the 
framework of weighted d is t r ibut ions  

Note tha t  these weight functions a r e  monotone increasing or 
decreasing functions 03 x The following Theorem allows us a 

useful  comparison of xW wlth X The Theorem can be proved 
using a monotone likeiihood r a t i o  type argument between the  pdf 's  

of X and X" 

Theorem 1: The weighted version xW is s tochas t ica l ly  greater 

or smaller than the  or ig ina l  rv X according as t h e  weight 
function w(x) is monotone increasing or decreasing i n  x 

A s  a consequence, we have the next resu l t  which compares the  

expected value of xW with tha t  of X 

Theorem 2: The expected value of the weighted version xW 1s 

greater or  smaller than the  expected value of t h e  or ig ina l  rv X 
according as the weight function w(x) is monotone increasing or 
decreasing i n  x, ,  

The f'ollwring r e s u l t s  w i l l  be of general i n t e re s t . ,  
Theorem 3: (Pa t i l  and Rao, 1978): Let a non-negative rv X have 

pdf f (x) . Let t he  weight functions wi(x) > 0 have E[wi(X)] < - for  i = 1 ,2 ,  defining the corresponding wipeighted r v ' s  of X 

denoted by xWi Then the  expected value of t he  weighted 

version xWz is greater or smaller than the expected value of 
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D I S C R E I E  WEIGHTED D I S I R I B U I I O N S  9 1 1  

the welghted version Xwi according as  the  r a t i o  of t he  weight 
functions defined by r (x)  = w,(x)/w,(x) is monotone increasing 

or decreasing in x 

Theorem 4: (Pa t i l  and Rao, 1978): The expected value of t he  

size-biased version X* exceeds t h e  expected value of t he  
or ig ina l  rv X by the var ie ice  t o  ee ln  r a t i o  of X .  Further, 

the harmonic mean of X* is equal t o  the mean of. X .  
Theorem 5: (Mahfoud and P a t i l ,  1982): The variance t o  mean 

r a t i o  of t he  or ig ina l  rv X is given by the difference between - 

the ar i thmetic  mean and the  harmonic mean of the size-biased 

version X* 
Theorem 6: (Mahfoud and P a t i l ,  1982): The hazard r a t e  function 

of. the size-biased version X* is l e s s  than or equal t o  the 
haza1.d r a t e  function of t h e  or ig ina l  rv  X , ,  
Theorem 7: (Pa t i1  and Ord, 1975): Define or ig ina l  rv X with 

pdf f'(x;8) t o  be form invariant under size-bias of order a i f  

the pdf of the size-biased version of  order a given by fW(x;e,a)  
= f (x ;q)  for some 1 = ll(8.a) Then, under cer ta in  mild - 

regular i ty  conditions, X is form invariant under size-bias of 
order. ur i f  and only i f  X is a_ menber of t he  log-exponential 

family defined by a pdf of t he  form f (x ;  0)  = xBa(x)/m(8) 

3 ,  INVARIANCE AND FORM INVARIANCE UKDER SIZE-BIASED SAMPLING 

AND MIXTURES 

!?e consider f i r s t  individual examples, and then formulate 
the theorem It is straightforward t o  e s t ab l i sh  the  individual 
r e su l t s  
Result 1: The size-biased version of the mixture of the -- 
common-index-parameter. binomial d is t r ibut ions ,  when t h e i r  binomial 
parameter has be ta  type I d i s t r i bu t ion ,  a r i s e s  a l so  a s  the 
mixture of t he  size-biased versions of the binomial 
d is t r ibut ions ,  when the i r  binomial parameter has t he  size-biased 
version of the or ig ina l  be ta  type I d i s t r ibu t ion ,  In symbols, 
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912 PAIIL, RAO, AND RAINAPARKHI 

where Xlp - Binomial(n,p), P .- Beta I, XhP - Mixture of X on 

its parameter P, and d means equal in distribution 
- - 

Result 2: The size-biased version of the mixture of the Poisson 

distributions, when their parameter has gamma distribution, 
arises also as the mixture of the size-biased version of the 

original gamma distribution in symbols, (ii~hj* a ' (&AX), '..* *. 
- - 

where Xlh - Poisson(A), and A -. Gamma 

Result 3: The sizebiased version of the mixture of the 

hypergeometric distributions H(n,M,N), when their parameter M 
has binomial distribution B(N,p), arises also as the mixture of' 
the size-biased versions of the hypergeometric distributions, 
when their parameter M has the size-biased version of' the 

* * original binomial distribution In symbols, (xN)* d (X nEl ),  
- 

where X - Hypergeometric(n,M,N) and M - Binomial(N,p) 
Result 4: The size-biased version of the mixture of the 

common-index-parameter negative binomial distributions, when 
their odds ratio parameter has beta type ii distribution, 
arises also as the mixtxre of the size-biased versions of the 
negative binomial distributions, when their odds ratio parameter 
has the size-biased version of the original beta type I1 

distribution In symbols, (XAP) * d (x*-P*), where X - 
- - 

Negative Binomial(k,p), where p = 1/(1+P), and P - Beta ii 
We now formulate the following Theorem The proof is 

straightforward 

Theorem 8: Let XI B be form invariant under size-bias of order 

a > 0. Let E[X/B] = A89 Let 81F be form invariant under 
size-bias of order a > 0 Then X A B is form invariant under 

size-bias of order a > 0, and furthermore (xAB)*~ d - (X*~AB*F), - 

where Y * ~  is size-biased version of Y of order a 
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DISCRETE WEIGHIED DISTRIBUIIONS 913 

4 .  BIVARIATE WEIGHTED DISTRIBUTIONS 

Let (X,Y) be a pair of non-negative rv's with a joint pdf' 
f(x,y) and let w(x,y) be a non-negative wf'. The joint pdf of 
(X,Y) is such that E[w(X,Y)I exists. The weighted form of 
S'I- .\-,y) is 

The corresponding weighted version of (X,Y) is denoted by 

(x,Y)~ The following forms of the marginal and conditional 

distributions of (x,Y)~ are obvious 

Clearly, both axe weighted versions of the corresponding 
m=r,binal and conditional distributions of (X,Y) 

Special cases of weight functions of practical interest are 

(1) w(x,y) = xu, 

in conjunction with various bivariate discrete and continuous 
distributions. We record the following results, and then discuss 
the effects of' the weight functions w(x,y) = w(y) and w(x,y) = 
W(X) as they arise in sample survey situation and in Bayesian 
inference respectively. 
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914 PAIIL, RAO, AND RAINAPARKHI 

Theorem 9: (Mahfoud and Patil, 1982): Let (X,Y) be a pair of 

non-negative rv's with joint pdf f(x,y) such that E[X] and 
E[Xly] exist for all y > 0 Let w(x,y) : x Then 

where H stands for the harmonic mean and qz is the 
correlation ratio of X on Y. 

If X and Y are independent r v .  's, a weight function 

w(x,y) in general makes xW and yW dependent, which provides 
a general method of generating bivariate distributions It 
would be of interest to examine the nature of' dependence 
introduced by different weight functions. For instance, it is 
easy to establish the following theorem. 
Theorem 10: If X and Y are non-negative independent random 

variables, then w(x,y) = x+y induces a negative correlation 

between xW and yW,. 
An example of a bivariate distribution using a weight 

function is the following Let X - P(Xp), Y .. P(X(1-p)), where 

O < p < l , a n d  

The resulting hivariate distribution of xW and is 

which may be called bivariate Poisson-negative hypergeometric 
distribution (BPNHD). It is interesting to note that this 
distribution can also be obtained as a mixture of the joint 
distribution of X - P(Xp) and Y - P(X(1-p)) with p having 
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D I S C R E I E  W E I G H I E D  D I S I R I B U I I O N S  915 

a beta d i s t r i bu t ion .  I t  is easy t o  check tha t  t he  cor re la t ion  

between xW and yW is negative 
Theorem 11: (Plahfoud and P a t i l ,  1982): Let (X,Y) be a pair  

of non-negative independent rv ' s  with joint  pdf f(x,y)  : 

fX(x)fy(y)  and l e t  w(x,y) = max(x,y). Then the r v ' s  (x,yIW 

a r e  dependent Further, the regression of yW on xW given by 

E [ Y ~ I X ~ = X ]  is a decreasing function of x 
Theorem 12: (Pa t i l  and Rao, 1978): Let (X,Y) be a pair of 

non-negative rv ' s  with pdf f (x ,y )  Let wf w(x,y) = w(y) a s  is 
the case in  a  sampling proportional s i z e  type of sample survey. 

Then the random variables X and xW a r e  re la ted  by 

Note that  xW is a weighted version of X i n  which case t h e  
regression function of w(Y) on x serves as  t he  weight 
funct ion.  
Consider t he  usual Bayesian inference i n  conjunction with (X,B) 

having jo in t  pdf f'(x,8) = f(xlO)f(E) = f ( e ( x ) f ( x ) .  The 

a s  a  weighted version of the prior  pdf f ( B )  The weight 
function is the iikelihood function of 9 for  t he  observed x ,  

The following tab le  provides the well known conjugate pa i r s  
involving Poisson, binomial, and negative binomial 
d i s t r i bu t ions .  It should be in t e re s t ing  t o  r e v i s i t  Theorem 7 of 
form invariance of or ig ina l  and weighted d is t r ibut ions  in  t h e  
context of the form invariance of' t he  p r io r  and the pos ter ior  
d i s t r i bu t ions  and r e l a t ed  r e s u l t s  i n  Bayesian l i t e r a t u r e .  

Theorem 13: Consider the usual Bayesian inference in  

conjunction with (X,e) with pdf f ( x , e )  = f (x la) f ( t l )  = 
f(B]x)f (x) Let w(x,e) = w(x) be the weight function for the 

d i s t r i bu t ion  of XIB, s o  tha t  the pdf of xWle is 
w(x)f(xlE)/w(E), where w(8) = E[w(X)IB]. Then the o r ig ina l  and 
the weighted pos ter iors  a re  re la ted  by 
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916 PAIII, RAO, AND RAINAPARKHI 

Table 2: ~istributions* of Xle = 8, 6, and 6lX = x 

Binomial!n,B) Beta(a:b) Beta(x+a,n-x+h) 

Negative Binomial(k,e) Beta(a,b) Beta(k+a,x+b) 

 o or more examples and for relevant notation and terminology, 
see Patil et a1 (1984) 

and 

Further the weighted posterior rv eW/xW = x is stochastically 
greater or smaller than the original posterior rv elX = x 
according as w(B) is monotonically decreasing or increasing 
function of 8 ,, 

Proof: Straightforward, using Theorem 1. 
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