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ABSTRACT

In certain applications involving count data, it is sometimes found
that zeros are observed with a frequency significantly higher (lower)
than predicted by the assumed model. Examples of such applications
are cited in the literature from engineering, manufacturing, eco-
nomics, public health, epidemiology, psychology, sociology, political
science, agriculture, road safety, species abundance, use of recrea-
tional facilities, horticulture and criminology. In this article, a zero
adjusted generalized Poisson distribution is studied and a score test
is developed, with and without covariates, to determine whether such
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an adjustment is necessary. Examples, with and without covariates,
are provided to illustrate the results.

Key Words: Zero-inflated model; Generalized Poisson distribution;
Score test; Covariate.

1. INTRODUCTION

Poisson model has been extensively used for the analysis of the count
data. However, in Poisson model, mean variance relationship is quite
restrictive in the presence of extra zeros. It underestimates the observed
dispersion, which may be caused by extra zeros in the data. In the litera-
ture several authors have analyzed such data sets by the use of zero
inflated Poisson, negative binomial or binomial models; see Bohning
et al. (1999), Dietz and Bohning (2000), Gupta et al. (1996), Ridout et al.
(2001), Van den Broek (1995) and the references therein.

The phenomenon of excess zeros (inflated) can arise as a result of
clustering; distributions with clustering interpretations exhibit the feature
that the proportion of observations in the zero class is greater than the
estimate of the probability of zeros given by the assumed model. In an
application in manufacturing, Lambert (1992) considered zero inflated
Poisson regression models where she says, ‘‘One interpretation is that
slight, unobserved changes in the environment cause the process to move
randomly back and forth between perfect state in which the defects are
extremely rare and an imperfect state in which the defects are possible
but not inevitable’’. Mullahay (1997) has demonstrated that the
unobserved hetrogeneity, commonly assumed to be the source of over-
dispersion in count data models, has predictable implications for the
probability structures of such mixture models. In particular, the common
observation of excess zeros implies that there is some unobserved hetro-
geneity present in the data. This result has important implications, using
count data, for predicting certain interesting parameters.

There are various models available in the literature to adjust for the
hetrogeneity when the data are overdispersed, see for instance Dean
and Lawless (1989) and Lawless (1987). Our interest, however, in this
paper is to replace zero inflated Poisson distribution with the zero inflated
generalized Poisson distribution since generalized Poisson distribution
is a natural extension of the ordinary Poisson distribution in the non
inflated situation. Thus, our purpose is to propose some alternatives, to
the models already present in the literature, for zero inflated Poisson
situation. The example presented is for illustration purposes of our model
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and is not meant to compare our procedure with those of the existing
ones.

In order to adjust for extra (fewer) zeros, Gupta et al. (1995, 1996)
studied zero adjusted count data models. More specifically, they pro-
posed a zero adjusted generalized Poisson distribution and studied the
relative error incurred by ignoring the adjustment. They also provided
examples where the zero adjusted generalized Poisson distribution fits
very well. In this paper, we study the zero inflated generalized Poisson
regression model and develop a score test to determine whether an adjust-
ment for inflation is necessary. Examples are provided, with and without
the covariates, to illustrate the procedure. The organization of the paper
is as follows: Section 2 contains the model and a procedure to develop the
score test. In Sec. 3, we develop the score test without the covariates and
in Sec. 4, a score test is developed taking into account the covariates. In
Sec. 5, an example is provided to illustrate the procedure. This example
deals with the data on the number of roots produced by micro-propo-
gated shoots of the columnar apple cultivar Trajan and is taken from
Ridout et al. (2001). The data is analyzed using the inflated generalized
Poisson distribution, with and without covariates. In both cases, it is
observed that the data fits the model well. Score tests are then used to
establish the importance of the extra parameter of the generalized Pois-
son as well as the inflation parameter. Finally, in Sec. 6, some conclusions
and recommendations are provided to analyze such data sets more
accurately.

2. THE MODEL

Suppose the assumed model is represented by a discrete random vari-
able W whose mass is concentrated on the non-negative integers. Suppose
the zero class is observed with frequency significantly higher than pre-
dicted by the assumed model. Then the observed (inflated) random
variable Y can be described as

PðY ¼ 0Þ ¼ fþ ð1� fÞPðW ¼ 0Þ
PðY ¼ jÞ ¼ ð1� fÞPðW ¼ jÞ; j ¼ 1; 2; 3; . . .

ð2:1Þ

where 0�f < 1. The model incoroporated extra zeros than given by the
original model. Such a distribution can be regarded as a mixture of two
distributions, one of which is degenerate at zero, see Johnson et al. (1992,
page 312). We are excluding the possibility f¼ 1, because in that case the
entire mass is concentrated at 0.

Zero Inflated Generalized Poisson Regression Model 49
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The subject of this paper is the generalized Poisson distribution
(GPD) whose probability mass function is given by

PðW ¼ xÞ ¼ ð1þ axÞx�1

x!

ðye�ayÞx
ey

; x ¼ 0; 1; 2; . . . ð2:2Þ

The parameter space is as follows:

(1) y > 0, a� 0, 0� ay < 1.
(2) y > 0, a� 0, max(�1, �y=m) < ay� 0, where m is the largest

positive integer such that 1þ am > 0, see Consul (1989) and
Johnson et al. (1992, page 396).

For a¼ 0, it reduces to the ordinary Poisson distribution. The above
model is a special case of the modified power series distribution, see
Gupta (1974). The distribution of Y is given by

PðY ¼ 0Þ ¼ fþ ð1� fÞe�y

PðY ¼ yÞ ¼ ð1� fÞ ð1þ ayÞy�1

y!

ðye�ayÞy
ey

; y ¼ 1; 2; 3; . . .

ð2:3Þ

Gupta et al. (1995) have studied the inference about the parameters
of the above model under the umbrella of modified power series distri-
butions. The effects of such an adjustment on the failure rates and the
survival functions have also been examined by Gupta et al. (1996).

Letting c¼f=(1�f), the model (2.3) can be written as

PðY ¼ 0Þ ¼ 1

1þ c
ðcþ e�yÞ

PðY ¼ yÞ ¼ 1

1þ c
ð1þ ayÞy�1

y!

ðye�ayÞy
ey

; y ¼ 1; 2; 3; . . .

ð2:4Þ

Note that when 0�f < 1, c� 0.
The null hypothesis for testing GPD vs. inflated GPD is to test f¼ 0

or equivalently c¼ 0. In the subsequent sections, we shall develop score
test for testing c¼ 0 using covariates and without covariates. Before
proceeding further, we briefly outline the procedure for constructing a
score test.
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2.1. Construction of a Score Test

LetL(y) be the log-likelihoodbased on a randomsampleY1,Y2, . . . ,Yn

from a distribution with probability density function f(x, y), where
y¼ (y1, y2, . . . , yk)0 is a vector of unknown parameters taking values
in Rk. The score vector U(y) has components Ui(y), i¼ 1, 2, . . . , k,
which are the partial derivatives of the log-likelihood with respect to
the respective yi. The Fisher information matrix I(y) has entries Iij(y),
for i, j¼ 1, 2, . . . , k, where

IijðyÞ ¼ E � @2LðyÞ
@yi@yj

� �
:

It is well known that, under some mild conditions, U(y) is asymp-
totically normal with mean vector 00 and covariance matrix I(y). The
statistic U 0(y0)[I(y0)]

�1U(y0), which has asymptotically a chi-square dis-
tribution with k degrees of freedom can be used to test the hypothesis
H0 : y¼ y0. We are interested in testing a subset of yi’s. The vector y
may be partitioned as y¼ (y01, y02)0, where y1 is a (p� 1) vector and y2
is a (k� p� 1) vector. The score vectors U(y), I(y) and I�1(y) are
partitioned in a corresponding way as

UðyÞ ¼ ð½U1ðyÞ�0; ½U2ðyÞ�0Þ0

I11ðyÞ I12ðyÞ
I21ðyÞ I22ðyÞ

" #

and

I�1ðyÞ ¼ I11ðyÞ I12ðyÞ
I21ðyÞ I22ðyÞ

" #
:

For a given y1¼ y10, let ~yy2ðy10Þ be the MLE of y2, which is obtained
by maximizing L((y010, y02)0). Then, with ~yy ¼ ðy010; ~yy

0
2ðy10ÞÞ0; the statistic

½U1ð~yyÞ�0ðI11ð~yyÞÞ½U1ð~yyÞ�; which has asymptotically a chi-square distribu-
tion with p degrees of freedom, can be used to test the hypothesis
H0 : y1¼ y10.

Zero Inflated Generalized Poisson Regression Model 51
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3. SCORE TEST WITHOUT COVARIATES

Based on a random sample Y1,Y2, . . . ,Yn from (2.4), the log-likeli-
hood can be written as

lnLðc; y; a; y1; y2; . . . ; ynÞ
¼ �n lnð1þ cÞ þ

X
i

Ifyi¼0g lnðcþ e�yÞ

þ
X
i

Ifyi>0gðyi � 1Þ lnð1þ ayiÞ þ
X

Ifyi>0gyiðln y� ayÞ

�
X
i

Ifyi>0g ln yi!�
X
i

Ifyi>0gy: ð3:1Þ

The above log-likelihood function yields the following scores

U1ðc; y; aÞ ¼ @

@c
lnL ¼ �n

1þ c
þ n0
cþ e�y : ð3:2Þ

U2ðc; y; aÞ ¼ @

@y
lnL ¼ n0c

cþ e�y þ n
1

y
� a

� �
y� 1

� �
: ð3:3Þ

U3ðc; y; aÞ ¼ @

@a
lnL ¼

Xn
i¼1

yiðyi � 1Þ
1þ ayi

� yny: ð3:4Þ

Here n0¼ number of zeros in the sample.
The Fisher information matrix I (c, y, a) is given by

Iðc;y;aÞ

¼

nð1�e�yÞ
ð1þcÞ2ðcþe�yÞ

�ne�y

ðcþe�yÞð1þcÞ 0

�ne�y

ðcþe�yÞð1þcÞ
�nce�y

ð1þcÞðcþe�yÞþ
n

yð1þcÞð1�ayÞ
ny

ð1þcÞð1�ayÞ

0
ny

ð1þcÞð1�ayÞ E
Pn

i¼1

Y 2
i ðYi�1Þ

ð1þaYiÞ2
 !

2
66666666664

3
77777777775

The score vector is

@

@c
lnL;

@

@y
lnL;

@

@a
lnL

� �T ����
ð0;y

^
;a
^Þ
¼ ðn0ey

^
� n; 0; 0ÞT ;
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where y
^
and a

^
are given by

y
^
¼ y

1þ a
^
y

ð3:5Þ

and

Xn
i¼1

yiðyi � 1Þ
1þ a

^
yi

� y
^
ny ¼ 0: ð3:6Þ

Writing J ¼ ½Jij� ¼ ½Iðc; y; aÞ�j
ð0;y

^
;a
^Þ
; the test statistic becomes

T ¼ ½a; 0; 0�J�1
a
0
0

2
4
3
5;

where a¼ n0e
y
^

� n. Thus T is given by

T ¼ a2J11 ¼ a2
J22J33 � J2

23

J11ðJ22J33 � J2
23Þ � J2

12J33

� �
;

where J11 is the cofactor of J11.
Here

J11 ¼ nðey
^
� 1Þ; J12 ¼ �n; J22 ¼ n

y
^
ð1� a

^
y
^
Þ
; J13 ¼ 0;

J33 ¼ E
Xn
i¼1

ðYi � 1ÞY 2
i

ðaYi þ 1Þ2
 !

and J23 ¼ ny
^

1� a
^
y
^ :

Using the above values, the test statistic becomes

T ¼ ðn0ey
^
� nÞ2

nðey
^
� 1Þ � n2J33

n

y
^
ð1�a

^
y
^
Þ
J33 � ny

^

1�a
^
y
^

� �2

: ð3:7Þ

Remark 1. The analytic expression for J33 is not feasable. For large n,
for computational purposes, J33 is evaluated by ignoring the expectation
operator.
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4. SCORE TEST WITH COVARIATES

Let us now write the model (2.4) as

PðYi ¼ 0Þ ¼ 1

1þ c
ðcþ e�yiÞ

PðYi ¼ yiÞ ¼ 1

1þ c
ð1þ ayiÞyi�1

yi!

ðyie�ayiÞyi
eyi

;

yi > 0; i ¼ 1; 2; . . . ; n:

ð4:1Þ

The log-likelihood is given by

lnLðc; y; a; y1; y2; . . . ; ynÞ
¼ �n lnð1þ cÞ þ

X
i

Ifyi¼0g lnðcþ e�yiÞ

þ
X
i

Ifyi>0gðyi � 1Þ lnð1þ ayiÞ þ
X
i

Ifyi>0gyiðln yi � ayiÞ

�
X
i

Ifyi>0g ln yi!�
X
i

Ifyi>0gyi: ð4:2Þ

We now introduce the covariates by modeling

ln yi ¼
Xp
r¼1

xirbr; i ¼ 1; 2; . . . ; n: ð4:3Þ

The scores are given by

@

@c
lnL ¼ �n

1þ c
þ
X
i

Ifyi¼0g
1

cþ e�yi
: ð4:4Þ

@

@br
lnL ¼ �

X
i

Ifyi¼0g
e�yi

cþ e�yi
yixir

þ
X
i

Ifyi>0gfyi � ðayi þ 1Þyigxir; r ¼ 1; 2; . . . ; p: ð4:5Þ

@

@a
lnL ¼

X
i

Ifyi>0g
yi � 1

1þ ayi
�yi

� �
yi: ð4:6Þ

54 Gupta, Gupta, and Tripathi

D
ow

nl
oa

de
d 

by
 [

A
th

en
s 

U
ni

ve
rs

ity
 o

f 
E

co
no

m
ic

s]
 a

t 0
2:

08
 1

4 
O

ct
ob

er
 2

01
4 



ORDER                        REPRINTS

The mixed derivatives are given by

@2

@c2
lnL ¼ n

ð1þ cÞ2 �
X
i

Ifyi¼0g
1

ðcþ e�yiÞ2 : ð4:7Þ

@2

@br@bs
lnL ¼

X
i

Ifyi¼0g
e�yi

cþ e�yi

cyi
cþ e�yi

� 1

� �
yixirxis

�
X
i

Ifyi>0gð1þ ayiÞyixirxis; r; s ¼ 1; 2; . . . ; p: ð4:8Þ

@2

@2a
lnL ¼ �

X
i

y2i ðyi � 1Þ
ð1þ ayiÞ2

: ð4:9Þ

@2

@br@a
lnL ¼ �

X
i

yiyixir: ð4:10Þ

@2

@c@a
lnL ¼ 0: ð4:11Þ

@2

@c@br
lnL ¼

X
i

Ifyi¼0g
e�yiyixir

ðcþ e�yiÞ2 : ð4:12Þ

We also need

EðIfYi¼0gÞ ¼ PðYi ¼ 0Þ ¼ 1

1þ c
ðcþ e�yiÞ:

EðIfYi>0gÞ ¼ PðYi > 0Þ ¼ 1� e�yi

1þ c
:

We now present the expected values of the mixed derivatives

�E
@2 lnL

@br@bs

� �
¼ �

X
i

e�yi

cþ e�yi

cyi
cþ e�yi

� 1

� �
yixirxisEðIfYi¼0gÞ

þ
X
i

E½ð1þ aYiÞyixirxisIfYi>0g�
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¼
X
i

e�yiyixirxis
1þ c

1� cyi
cþ e�yi

� �
þ
X
i

yixirxis
ami

1þ c
þ 1� e�yi

1þ c

� �
;

r; s ¼ 1; 2; . . . ; p; ð4:13Þ

where

EðXiÞ ¼ mi ¼
yi

1� yia
: ð4:14Þ

Also

�E
@2 lnL

@2a

� �
¼
X
i

E
Y 2

i ðYi � 1Þ
ð1þ aYiÞ2
" #

: ð4:15Þ

�E
@2 lnL

@c2

� �
¼ 1

ð1þ cÞ2
X
i

1� e�y1

cþ e�yi
: ð4:16Þ

�E
@2 lnL

@br@a

� �
¼
X
i

yixir
mi

1þ c
; r ¼ 1; 2; . . . ; p: ð4:17Þ

�E
@2 lnL

@br@c

� �
¼ �

X
i

e�yiyixir
ð1þ cÞðcþ e�yiÞ ; r ¼ 1; 2; . . . ; p: ð4:18Þ

�E
@2 lnL

@c@a

� �
¼ 0: ð4:19Þ

The score vector under the null hypothesis is given by

Uðc; b; aÞT j
ð0;b

^
1;b

^
2;...;b

^
p;a

^Þ

¼ @ lnL

@c
;
@ lnL

@b1
;
@ lnL

@b2
; . . . ;

@ lnL

@bp
;
@ lnL

@a

" #�����
ð0;b

^
1;b

^
2;...;b

^
p;a

^Þ

¼ ½U1

^
; 0; 0; . . . 0�;

where

U1

^
¼ @

@c
lnLj

ð0;b
^
1;b

^
2;...;b

^
p;a

^Þ
¼ �nþ

X
i

Ifyi¼0gey
^
i :
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Writing

J ¼ ½Jij � ¼ ½Iðc; b; aÞ�j
ð0;b

^
1;b

^
2;...;b

^
p;a

^Þ

the test statistic can be written as

T ¼ ½Uð0; b
^
; a
^Þ�TJ�1½Uð0; b

^
; a
^Þ�

¼ U1

^ 2

J11 ¼ U1

^ 2

J11ðC11 � C12C
�1
22 C21Þ�1

¼ U1

^ 2

C11 � C12C
�1
22 C21

; ð4:20Þ

where J11 is the cofactor of J11 and

J ¼ C11 C12

C21 C22

� �
:

Here C11 is 1� 1, C12 is 1� (pþ 1), C21 is (pþ 1)� 1 and C22 is a
( pþ 1)� ( pþ 1) matrix. These are given by

C11 ¼
Xn
i¼1

ðey
^
i � 1Þ

C22 ¼ XTdiagðm^ÞX �XTðmy
^
Þ

�ðmy
^
ÞTX K

2
4

3
5;

where

K ¼
X
i

E
Y 2

i ðYi � 1Þ
ð1þ aYiÞ2
" #

C12 ¼ ðy
^
ÞTX 0;

� �

where X¼ [xij]n�p, diag(m)¼ [mij]n�n, mij¼ mi, i¼ j, my¼ [miyi]n�1¼ [m1y1,
m2y2, . . . ,mnyn]

T.
So the test statistic becomes

T ¼ ½�nþPn
i¼1 e

yi
^
IfYi¼0g�2Pn

i¼1ðeyi
^
� 1Þ � ððy

^
ÞTX ÞU�1ðXTy

^
Þ
; ð4:21Þ
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where

U ¼ XTdiagðm^ÞX � ½XTðmy
^
Þ�½ðmy

^
ÞTX �

K
:

Remark 2. As before the analytic expression for K is not feasable. For
numerical example, the expectation operator in the expression for K can
be ignored.

5. AN EXAMPLE

The following data are taken from Ridout et al. (2001). The data
(Table 1) consist of the number of roots produced by 270 micro-propo-
gated shoots of the columnar apple cultivar Trajan. The roots had been
produced under an 8- or 16-h photoperiod in culture systems that utilized
one of four different concentrations of the cytokinin BAP in culture med-
ium. For illustration, we have merged the data on four concentrations
into one group. Let Group I consist of the data produced under 8 h photo

Table 1.

# of roots
Observed frequency

(Group I)
Observed frequency

(Group II) Total

0 2 62 64
1 3 7 10
2 6 7 13
3 7 8 15
4 13 8 21
5 12 6 18
6 14 10 24
7 17 4 21
8 21 2 23
9 14 7 21
10 13 4 17
11 10 2 12
12 2 3 5
13 2 0 2
14 3 0 3
15 0 0 0
16 0 0 0
17 1 0 1

Total 140 130 270
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period and Group II consist of the data produced under produced under
16 h photo period.

5.1. Analysis with Covariates

Here the total # of shoots is 270 of which 140 shoots belong to
Group I and 130 shoots belong to Group II.

The link function is given by

ln yi ¼ b1 þ xi2b2; i ¼ 1; 2; . . . ; 270; ð5:1Þ

where

xi2 ¼ 0 for Group I

¼ 1 for Group II.

This means that

ln yi ¼ b1; i ¼ 1; 2; . . . ; 140

¼ b1 þ b2; i ¼ 141; . . . ; 270:

Letting eb1¼ a and eb2¼ b, the log-likelihood function given in Sec. 4,
yields the following:

@

@c
lnL ¼ �270

1þ c
þ 2ea

cea þ 1
þ 62eab

ceab þ 1
ð5:2Þ

@

@b1
lnL ¼ 994� 2a

cea þ 1
� 994aa� 138aþ 372

� 62ab

ceab þ 1
� 372aba� 68ab ð5:3Þ

@

@b2
lnL ¼ 372� 62ab

ceab þ 1
� 372aba� 68ab ð5:4Þ

@

@a
lnL ¼ 26

1þ 2a
þ 90

1þ 3a
þ 252

1þ 4a
þ 360

1þ 5a
þ 720

1þ 6a
þ 882

1þ 7a

þ 1288

1þ 8a
þ 1512

1þ 9a
þ 1530

1þ 10a
þ 1320

1þ 11a
þ 660

1þ 12a
þ 312

1þ 13a

þ 546

1þ 14a
þ 272

1þ 17a
� 994a� 372ab: ð5:5Þ
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Solving the likelihood equations obtained by setting the above
derivatives equal to zero, we get

c
^
¼ :295; b

^
1 ¼ ln a ¼ 1:738; b

^
2 ¼ ln b ¼ �:252; a

^ ¼ :037:

The asymptotic 95% confidence intervals for c and a are given by

C.I. for c : (.210, .381)

C.I. for a : (.020, .054).

Merging the last three classes, the observed and the expected
frequencies are given below in Table 2.

The Pearson chi-square statistic value gives 20.96 which is quite
close to the 5% chi-square table value with 11 degrees of freedom. This
indicates a reasonable fit of the data with the inflated generalized Poisson
distribution (IGPD).

Assuming now that the data follow a IGPD, we developed the score
tests for testing the hypotheses H01 : a¼ 0 and H02 :c¼ 0.

Table 2.

# of roots Observed frequency Expected frequency

0 64 63.122
1 10 6.226
2 13 13.322
3 15 20.521
4 21 25.530
5 18 27.292
6 24 26.050
7 21 22.778
8 23 18.579
9 21 14.323
10 17 10.540
11 12 7.459
12 5 5.106
13 2 3.396
14 3 2.202

�15 1 2.794
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5.1.1. Score Test for a (Inflated Poisson vs. IGPD)

The likelihood equations are solved under a¼ 0 and the estimates are

a
^ ¼ 7:203; b

^
¼ :750; c

^
¼ :305:

The score statistic is 10.297 > w2:05;1 ¼ 3.841.
Hence the inflated Poisson distribution is rejected in favor of the

IGPD. This establishes the justification for using the inflated generalized
Poisson distribution instead of the inflated Poisson distribution. Notice that
the confidence interval, obtained earlier, for a also gives the same message.

Remark 3. The general expression for the score test statistic can be
derived in exactly the same way as for testing c¼ 0.

5.1.2. Score Test for c (GPD vs. IGPD)

The likelihood equations are solved under c¼ 0 and the estimates are

a
^ ¼ 3:304; b

^
¼ :592; a

^ ¼ :162:

The score statistic is 24.911 > w2:05;1 ¼ 3.841.
Hence the GPD is rejected in favor of the IGPD. Notice that the

confidence interval, obtained earlier, for c also gives the same message.

5.2. Analysis without Covariates

In this case, we have three parameters c, y, a. The log likelihood
function, given in Sec. 3, yields

@

@c
lnL ¼ �270

1þ c
þ 64ea

cea þ 1

@

@y
lnL ¼ 1366� 64a

cea þ 1
� 1366aa� 206a ð5:6Þ

@

@a
lnL ¼ 26

1þ 2a
þ 90

1þ 3a
þ 252

1þ 4a
þ 360

1þ 5a
þ 720

1þ 6a
þ 882

1þ 7a

þ 1288

1þ 8a
þ 1512

1þ 9a
þ 1530

1þ 10a
þ 1320

1þ 11a
þ 660

1þ 12a

þ 312

1þ 13a
þ 546

1þ 14a
þ 272

1þ 17a
� 1366a: ð5:7Þ
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Solving the likelihood equations obtained by setting the above
derivatives equal to zero, we get

c
^
¼ :303; y

^
¼ 5:146; a

^ ¼ :043:

The asymptotic 95% confidence intervals for c and a are given by

C.I. for c : (.216, .390)

C.I. for a : (.021, .064)

Merging the last three classes, the observed and the expected frequen-
cies are given below in Table 3.

The Pearson chi-square statistic value gives 17.946 while the 5% chi-
square table value with 12 degrees of freedom is 21.026. This indicates a
good fit of the data with the inflated generalized Poisson distribution
(IGPD).

Assuming now that the data follow a IGPD, we develope the score
tests for testing the hypotheses H01 : a¼ 0 and H02 :c¼ 0.

Table 3.

# of roots Observed frequency Expected frequency

0 64 64.000
1 10 4.988
2 13 11.182
3 15 18.052
4 21 23.508
5 18 26.238
6 24 26.054
7 21 23.598
8 23 19.844
9 21 15.595
10 17 11.793
11 12 8.484
12 5 5.880
13 2 3.945
14 3 2.573

�15 1 3.318
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5.2.1. Score Test for a (Inflated Poisson vs. IGPD)

The likelihood equations are solved under a¼ 0 and the estimates are

y
^
¼ 6:622; c

^
¼ :309:

The score statistic is 16.821 > w2:05;1 ¼ 3.841.
Hence the inflated Poisson distribution is rejected in favor of the

IGPD. Notice that the confidence interval, obtained earlier, for a also
gives the same message.

5.2.2. Score Test for c (GPD vs. IGPD)

The likelihood equations are solved under c¼ 0 and the estimates are

y
^
¼ 2:208; a

^ ¼ :255:

The score statistic is 159.669 > w2:05;1 ¼ 3.841.
Hence the GPD is rejected in favor of the IGPD. Notice that the

confidence interval, obtained earlier, for c also gives the same message.
In conclusion, we may state that the IGPD is a more appropriate

model for the analysis of the above data.

6. CONCLUSION AND REMARK

The zero inflated generalized Poisson model studied in this paper is a
generalization of the Poisson as well as the inflated Poisson distributions.
It takes into account the extra zeros present in the data than those
predicted by the model. Ignoring this adjustment may lead to erroneous
conclusions in data analysis. The example presented shows that the
inflated generalized Poisson distribution is a better alternative to the
usual Poisson and even inflated Poisson distributions. It is, therefore,
recommended that in order to obtain more accurate results, the model
should be adjusted for the number of zeros.
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