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Preface

We are very pleased to welcome you at Thessaloniki for the 9th conference of
the Eastern Mediterranean Region of the International Biometric Society (EMR-IBS)
held jointly with the Italian Region in Thessaloniki, between 8-12 May 2017. The
conference is dedicated to the memory of Marvin Zelen. A conference satellite Sym-
posium honoring Professor Marvin Zelen takes place on 7-8 May 2017 in Thessaloniki,
Greece. The two-day Symposium is organized by Frontier Science Foundation-Hellas
and is co-sponsored by all Frontier o�ces.

A complete list of all the abstracts of the papers to be presented in the conference
can be found in this book. A detailed index of all presenters can be found at the end
to facilitate easy search. We hope that you will enjoy the 9th EMR-IBS Conference
honoring the memory of Marvin Zelen.

Urania Dafni
Dimitris Karlis
on behalf of the LOC and SC.
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Data, Statistics, and Inference

Sharon-Lise T. Normand1

Department of Health Care Policy, Harvard Medical School and Department of
Biostatistics, Harvard T.H. Chan School of Public Health

Abstract. Marvin Zelen pioneered and advocated the use of quantitatively rigorous method-
ology in statistical science. With increased access to electronic health information, ambitious
attempts to understand the e�ect caused by new medical interventions in usual care popu-
lations have intensi�ed. Moreover, global connectedness of health information has informed
country-speci�c public health policy decisions. By conditioning on rich confounding infor-
mation, utilizing larger populations, and multiple sources of information, researchers aim to
comply with key principles underpinning causal inference. During this talk, an examination
of current (and future) substantive and methodological problems will be discussed. Funded
by R01- GM111339 and U01-FDA004493.
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STRATOS and 
exible modeling of time-dependent
covariates in time-to-event analyses

Michal Abrahamowicz1

Department of Epidemiology and Biostatistics, McGill University, Montreal, Canada

Abstract. Prospective or retrospective observational studies of human health increasingly
explore associations between repeated-over-time measurements of time-dependent covariates
and hazard of a clinical endpoint of interest. One analytical challenge speci�c to modeling the
e�ect of a time-dependent covariate concerns the need to specify a time-varying 'exposure
metric' that de�nes how its past and current values jointly a�ect the current hazard [1]. Most
recent epidemiological and clinical studies rely on simple ad hoc exposure metrics such as
current value of X(t) or any exposure (X(t) 6= 0) in the past year. Yet, an arbitrary choice of
the exposure metric may largely reduce the power for detecting an association, lead to biased
estimates and incorrect conclusions [1]. To simultaneously account for the intensity, duration
and timing of past exposures, we proposed a more general, 
exible Weighed Cumulative
Exposure (WCE) model for time-to-event analyses [2]: WCE(τ |x(t), t < τ) =

∑
w(τ −

t)[x(t)] where τ is the current time when the hazard is evaluated;x(t) represents value of the
time-dependent covariate (e. daily dose of a drug dose) observed at time t (t < τ) in the
past; and the function w(τ − t) assigns relative importance weights to past doses, depending
on the time elapsed since the dose was taken (τ − t). Thus, the WCE metric is de�ned as the
weighted sum of past doses, with weights determined by w(τ−t). The weight function w(τ−t)
is modelled using un-penalized cubic regression B-splines, avoiding the need to specify its
analytical form. The estimated WCE(τ) is then included as a time-varying covariate in the
Cox's PH model [2].The R program, that implements the WCE model in Cox regression
analyses is available on the free-access CRAN website [3]. Recently, we have extended the
WCE modeling to Marginal Structural Cox model (MSM Cox) with inverse probability
of treatment (IPT) weights [4].The accuracy of the WCE estimates will be evaluated in
simulations. To illustrate pharmaco-epidemiological applications, WCE model will be used
to re-assess the associations of (a) oral glucocorticoids and infections, (b) antiretroviral
treatmentand cardiovascular risks in HIV(MSM analysis).
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A bi-dimensional �nite mixture model for
longitudinal data with dropout

Marco Alf�o1, Maria Francesca Marino2, and Alessandra Spagnoli1

1 Sapienza Universit¸ di Roma, Rome, Italy marco.alfo@uniroma1.it,

alessandra.spagnoli@uniroma1.it
2 Universit¸ di Perugia, Perugia, Italy mariafrancesca.marino@unipg.it

Abstract. In longitudinal studies, subjects may be lost to follow up, and therefore individual-
speci�c response sequences may be incomplete. When the probability of nonresponse, con-
ditional on available covariates and responses, still depends on unobservables, the dropout
mechanism can not be ignoed. Insuch a case, he aim is at de�ning a potentially reliable asso-
ciation structure that may account for dependence between the longitudinal and the dropout
processes. We discuss a random coe�cient based dropout model where latent e�ects follow
an unknown discrete distribution which describes heterogeneity in the univariate pro�les,
with possibly di�erent numbers of locations in each margin. Dependence between pro�les
is introduced by using a bi-dimensional representation for the corresponding distribution,
with a full association structure connecting each location in a margin to each location in
the other one. Unlike standard (unidimensional) �nite mixture models, the non ignorable
dropout model properly nests its ignorable counterpart. We detail the proposed modelling
approach by analysing data from a longitudinal study on the dynamics of cognitive func-
tioning in the elderly, and propose measures for parameters sensitivity.

Keywords

FINITEMIXTURES, RANDOMCOEFFICIENT DROP-OUTMODELS, BI-DIMENSIONAL
ASSOCIATION
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Inference in bidirectional multistate models for
panel observed data: patterns of observation and

exible methods of estimation

Ahmadou Alioum1

Inserm, Bordeaux Population Health Research Center, UMR 1219, Univ. Bordeaux,
ISPED, F-33000 Bordeaux, France. ahmadou.alioum@u-bordeaux.fr

Abstract. Multistate models are very useful for modeling the occurrence of several events
over time in longitudinal epidemiological studies. The de�nition of states (often based on
plausible clinical or biological conditions) and possible transitions between states depends on
the problem under consideration and can lead to very complex models with many states and
backward transitions. If, in addition, the observations are made in discrete times so that the
exact transition times are unknown, inference for such models becomes very complex. This
explains why the time homogeneous Markov process is very often assumed for inference in
such models in the presence panel data. Even if extensions based on models with piecewise
constant transition intensities or time transformation models have been proposed and used,
there is a need for more 
exible estimation methods for �tting nonhomogeneous Markov
models. These methods rely on the use of penalized likelihood or B-spline functions and
are however more computationally time-consuming. The objective of this talk is to review

exible methods of estimation and discuss the impact of observation schemes on inference
in bidirectional multistate models for panel data.
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Modeling the impact of time to the intermediate
event in the illness-death model

Elena Tassistro1, Davide Paolo Bernasconi1, Paola Rebora1, Maria Grazia
Valsecchi1 and Laura Antolini1

School of Medicine and Surgery, University of Milano-Bicocca, Via Cadore 48, 20900
Monza, Italy laura.antolini@unimib.it

Abstract. The illness-death model is the simplest multistate model where the transition
from the initial state to the �nal state involves an intermediate state (illness). The analysis
of the impact of the transition to illness and that of the time to transition on the hazard of
failure has a key role in gaining insights into the dynamic of disease.

The standard approach is the joint model of both hazards including illness as time-
varying covariate and measuring time on the original scale (from initial state). The hazard
of failure on the subsample of ill patients can be modelled including time to illness as a
covariate, measuring the time on the clock reset scale (from illness). A limitation of this
approach is that time from start is accounted only through the time to illness, and not as
a time scale. A recently proposed approach addressed these issues by a Poisson regression
model that include both time scales and is applied to all patients from initial state. A further
possibility we propose for consideration is a hazard based model where time is measured in
the original scale before the transition to illness and on the clock reset scale after transition.

In this presentation we show through a simulation protocol that the clock reset approach
is the most appropriate to deal with semi-Markov and extended semi-Markov scenarios.

Keywords

Illness-death model; Poisson model; time scales; transition hazard
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Semiparametric regression on cumulative incidence
function with interval-censored competing risks
data

Giorgos Bakoyannis1, Menggang Yu1, and Constantin T. Yiannoutsos1

Indiana University R.M. Fairbanks School of Public Health, Indianapolis, IN, USA
gbakogia@iu.edu

Abstract. Many biomedical and clinical studies with time-to-event outcomes involve com-
peting risks data subject to interval censoring. Interval censoring is the situation where the
failure time is not precisely observed, but is only known to lie between two observation times
such as clinical visits in a cohort study. Not taking into account the interval censoring may
result in biased estimation of the cause-speci�c cumulative incidence function, an impor-
tant quantity in the competing risk framework, used for studying the prognosis of various
diseases, for evaluating interventions in populations, and for prediction and implementation
science purposes. In this work we consider the class of semiparametric generalized odds-rate
transformation models in the context of sieve maximum likelihood estimation based on B-
splines. This large class of models includes both the proportional odds and the proportional
subdistribution hazard models (i.e., the Fine-Gray model) as special cases. The estimator for
the regression parameter is shown to be consistent, semiparametrically e�cient and asymp-
totically normal. Simulation studies suggest that the method performs well even with small
sample sizes. As an illustration we use the proposed method to analyze data from HIV-
infected individuals obtained from a large cohort study in sub-Saharan Africa. The proposed
methods can easily be performed using the R function ciregic that can be provided by the
authors.
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An inverse probability weighting approach to deal
with informative censoring with application to
childhood leukemia

Davide Paolo Bernasconi1,2, Jessica Blanco Lopez1, Emanuela Rossi1, Laura
Antolini1, and Maria Grazia Valsecchi1

1 School of Medicine and Surgery, University of Milano-Bicocca, Via Cadore 48, 20900
Monza, Italy

2 davide.bernasconi@unimib.it

Abstract. An important cause of poor outcomes in children of low-income countries a�ected
by Acute Lymphoblastic Leukemia (ALL) is abandonment of treatment, a factor associated
with both biologic and socioeconomic factors. Estimation of the relapse-free survival using
traditional methods (e.g. Kaplan-Meier curves, Cox model) is based on the assumption that
abandon causes non informative censoring, which is not appropriate.

Marginal structural models based on the inverse probability of treatment and censoring
(IPTC) weighting, under speci�c assumptions, allow the estimation of potential outcomes
as if no informative censoring occurred and as if the whole cohort was exposed, or not,
to a factor (Robins et al. 2000). We compared the outcomes of children enrolled in two
subsequent protocols for ALL treatment (2000-2007 and 2008-2015) in Central America.
We adopted an IPTC weight-adjusted Kaplan-Meier method to assess the potential relapse-
free survival under no abandonment and given all patients exposed to both protocols. The
evaluation of the time-dependent censoring (abandon) weights was carried out using the
Aalen additive model, while logistic regression was adopted for the treatment (protocol)
weights. Normalization and truncation of the weights was also considered. Pointwise 95%
con�dence intervals for the relapse-free survival were computed using bootstrap.

Keywords

Pediatric Leukemia; Treatment Abandon; Marginal Structural Models; IPW
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Analysis of time-to-event data with time-varying
biomarkers measured only at study entry, with
applications to Alzheimer's disease

Rebecca A. Betensky1 and Catherine Lee1

Harvard T.H. Chan School of Public Health
betensky@hsph.harvard.edu

catherinelee@fas.harvard.edu

Abstract. Relating time-varying biomarkers of Alzheimer's disease (AD) to time-to-event
using a Cox model is complicated by the fact that AD biomarkers are sparsely collected,
typically only at study entry; this is problematic since Cox regression with time-varying
covariates requires observation of the covariate process at all failure times. The analysis
might be simpli�ed by treating the time-varying covariate collected only at study entry as a
�xed baseline covariate, however in longitudinal AD studies, the time at study entry tends to
be arbitrary and the validity of this approach is questionable. In this paper, we investigate the
validity of using study entry as the time origin in a Cox model with time-varying covariates
and of treating a time-varying covariate as �xed at its value at study entry, assuming the true
origin precedes study entry. We �rst derive conditions under which using an incorrect time
origin of study entry results in consistent estimation of regression parameters when the time-
varying covariate is continuous and fully observed. We then derive conditions under which
treating the time-varying covariate as �xed results in consistent estimation. Then, assuming
the biomarker follows a speci�ed functional form, we provide methods for estimating the
regression parameter in the setting of delayed entry where the time-varying predictor is
measured only at study entry and an appropriate time origin precedes study entry. Our
analytical results and methods are supported through a simulation study. Finally, we apply
our methods to data from the Rush Religious Orders Study and Memory and Aging Project.

Keywords

survival analysis; Cox model; time-dependent covariates; choice of time origin; sparsely
collected covariates

9



Towards Computationally E�cient Epidemic
Inference

Paul Birrell1

MRC Biostatistics Unit, University of Cambridge paul.birrell@mrc-bsu.cam.ac.uk

Abstract. In a pandemic where infection is widespread, there is no direct observation of the
infection processes. Instead information comes from a variety of surveillance data schemes
that are prone to noise, contamination, bias and sparse sampling. To form an accurate
impression of the epidemic and to be able to make forecasts of its evolution, therefore, as
many of these data streams as possible need to be assimilated into a single integrated analysis.
The result of this is that the transmission model describing the infection process and the
linked observation models can become computationally demanding, limiting the capacity for
statistical inference in real-time.

I will discuss some of our attempts at making the inferential process more e�cient, with
particular focus on dynamic emulation, where the computationally expensive epidemic model
is replaced by a more readily evaluated proxy, a time-evolving Gaussian process trained on
a (relatively) small number of model runs at key input values, training that can be done a
priori. It appears, however, that algebraically convenient methods to subsequently calibrate
the model can damage the inference and some compromises need to be made.
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Comparing multi-state models: some ideas based on
dissimilarities

Marco Bonetti1

Bocconi University

Abstract. Multi-state models are used to describe the occurrence over time of events of
di�erent kinds, with the inclusion of explanatory variables and with particular emphasis on
microsimulation-based prediction. Such situation occurs commonly in a variety of setting,
both in biomedical studies and increasingly in the social sciences.

We discuss some distance-based criteria that can be used to compare the ability of two
or more competing models to �t and predict sequence data. We suggest some possibilities in
this direction, and apply them to data collected as part of the Fertility and Family Surveys
study.

11



Representation and prediction in multistate models

Bendix Carstensen1

Steno Diabetes Center Copenhagen, DK-2820 Gentofte, Denmark
bcar0029@regionH.dk, b@bxc.dk; http://bendixcarstensen.com

Abstract. Life history studies will typically require that you set up a multistate model and
de�ne models for all transitions. These will be the basis for calculation of quantities such as
the life-time risk of a particular event or the expected sojourn time in a given state.

If the underlying data collection is from a panel study or from clinical records where state
is recorded at di�erent times, we do not have the exact transition (event) times between
states. This can be regarded as a missing data problem, that can be �xed by multiple
imputation.

I shall describe the philosophy behind the Lexis machinery for representation of multi-
state data on multiple time scales [1] as implemented in the Epi package for R [2,3], with
focus on the practical use.

I will present examples of the application of this from the clinical literature, including a
practical approach to interval censoring. I will present some practical advice on how modeling
of transitions in multistate models should be approached and what to expect in clinical
studies. I will demonstrate the use of simLexis to estimate otherwise intractable quantities
from complex multistate models, through simulation of transitions based on parametric
models for transition intensities.
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Time varying network models for brain imaging
data
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Abstract. In functional magnetic resonance imaging (fMRI) studies, the networks between
brain regions are assumed to be stationary over time. However, there is now more evidence
that the network is changing over time even when the subjects are at rest. In the �rst part
of this talk, we formulate the problem in a high-dimensional time series framework and
introduce a data-driven method which detects change points in the network structure of a
multivariate time series, with each component of the time series represented by a node in
the network. In the second part of this talk, we introduce a new time varying approach that
is model-free, data-adaptive, and is applicable in situations where the (global) stationarity
of the time series from the brain regions fails, such as the cases of local stationarity and/or
change points. We apply both new methods to simulated data and to a resting-state fMRI
data set.

Keywords
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points; Stationary bootstrap; fMRI.
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Extended Poisson-Tweedie models with some
examples
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Abstract. The standard Poisson and binomial generalized linear models are inadequate
to analyse count and proportion data when there is evidence of some form of over/under-
dispersion or zero-in
ation, see Nelder and McCullagh (1989) and Hinde and Demétrio (1999).
The extended Poisson-Tweedie models proposed by Bonat et al (2016) is a new class of
models to analyse count data, with variance µ + φµp, where µ is the mean, φ and p are
the dispersion and Tweedie power parameters, respectively. This class of models provides
a 
exible and comprehensive family including many standard discrete models. The family
provides for modelling of overdispersed count data, including Neyman Type A, Polya-Aeppli,
negative binomial, Poisson-inverse Gaussian and Hermite distributions, and can also accom-
modate zero-in
ation and underdispersion. We provide here a set of examples illustrating
the extended Poisson-Tweedie modelling approach for over and under-dispersion.

Keywords

Count data; overdispersion; underdispersion; zero-in
ation; extended Poisson-Tweedie
model.
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On some Bayesian spatio-temporal epidemic models

Nikos Demiris1
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Abstract. Epidemic data often possess certain characteristics, such as the presence of many
zeros, the spatial nature of the disease spread mechanism and environmental noise. This work
addresses these issues via suitable Bayesian modelling. In doing so we utilise a general class
of stochastic regression models appropriate for spatio-temporal count data with an excess
number of zeros. The developed regression framework does incorporate serial correlation and
time varying covariates through an Ornstein Uhlenbeck process formulation. In addition, we
explore the e�ect of di�erent priors, including default options and techniques based upon
variations of mixtures of g-priors. The e�ect of di�erent distance kernels for the epidemic
model component is investigated. We proceed by developing branching process-based meth-
ods for testing scenarios for disease control. This link between traditional epidemiological
models and stochastic epidemic processes, useful in policy-focused decision making, is dis-
cussed in detail. Model selection is determined by taking a predictive view with di�erent
scoring rules being explored. The approach is illustrated through application to data from
foot and mouth and sheep pox outbreaks.
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Abstract. Since the introduction of the Integer-Valued AutoRegressive (INAR) models (Al-
Osh and Alzaid, 1987), the interest in the analysis of count series has been growing. The
main reason for this increasing popularity is the limited performance of the classical series
analysis approach when dealing with discrete valued series. With the introduction of discrete
time series analysis techniques, several challenges appeared such as unobserved heterogeneity,
periodicity, under-reporting, . . . . Many e�orts have been devoted to introduce seasonality in
these models (Mori~na et al., 2011) and also coping with unobserved heterogeneity. However,
the problem of under-reported data is still in a quite early stage of study in many di�erent
�elds, leading to potentially biased inference and also invalidating the main assumptions
of the classical models. The model we will present considers the observed discrete series of
counts Yt which may be under-reported, and the hidden discrete series Xt with an INAR(1)
structure Xt = α ◦Xt−1 +Wt, where 0 < α < 1 is a �xed parameter and Wt is Poisson(λ).
The binomial thinning ◦ operator is de�ned as α ◦ Xt−1 =

∑Xt−1

i=1 Zi, where Zi are i.i.d
Bernoulli r.v. with probability α. The way we allow Yt to be under-reported is by de�ning
that Yt is Xt with probability 1− ω or is q ◦Xt with probability ω. Several examples of ap-
plication of the model in the �eld of public health will be discussed, using data regarding
incidence and mortality attributable to diseases related to occupational or environmental
exposures, . . . . Full details in Fernández-Fontelo et al. (2016).
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Tensor-based methods for the analysis of hospital
data

Paolo Giordani1 and Henk A.L. Kiers2
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Abstract. In several situations the research interest leads to the analysis of a collection of
observations on which a set of variables are registered. However, in life sciences, it is very
frequent that the information is replicated in di�erent occasions. The occasions can be time-
varying or refer to di�erent conditions. In such cases the data can be stored in a three-way
array or tensor. The Candecomp/Parafac (CP) and Tucker3 (T3) models represent the most
common methods for analyzing three-way tensors. In this work these methods are discussed
from a practical point of view and applied in order to study a three-way data set concerning
the admissions to a hospital in Rome (Italy) during �fteen years distinguished in three groups
of consecutive years (1892{1896, 1940{1944, 1968{1972). The analysis allows us to discover
the evolution of health condition in Rome.
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Cost e�ective models for prediction and causal
e�ect estimation: the goldmine of disease registers

Els Goetghebeur1

Ghent University, Belgium

Abstract. Ever expanding clinical registers call for e�orts to learn about treatment e�ec-
tiveness in practice. This can happen by avoiding unmeasured confounders when adjusting
outcome regression on exposure. Embracing too many covariates may however hamper per-
formance with higher measurement costs and reduced durability, leading to registration fa-
tigue with less precise and more missing data. Against the background of a potentially high
dimensional covariate space, we propose a frequentist approach for cost-e�cient selection of
variables.

From patient-speci�c baseline covariates with added hospital e�ects in generalized linear
models, we estimate individual mortality risks �rst and derive directly standardized risks.
Missing data are handled by complete case analysis or multiple imputation. For both targets a
minimum error criterion is o�set by cost constraints on covariate measurements via stochastic
search algorithms like the basic hill-climber or parallel tempering, possibly sped up through
an initial generalized LASSO screen. Predicting 30-day mortality for pneumonia patients thus
lands with smaller error than the Bayesian population RJMCMC approach in a fraction of
the search time. Retained covariates in the Swedish Riksstroke register depend in part on
the target of estimation. Unexpectedly, the more involved NIHSS measure of baseline disease
severity was outperformed by a simple consciousness indicator.
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Combining Item Response Theory with Multiple
Imputation to Equate Health Assessment
Questionnaires
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Abstract. The assessment of patients functional status across the continuum of care re-
quires a common patient assessment tool. However, assessment tools that are used in various
health care settings di�er and cannot be easily contrasted. For example, the Functional In-
dependence Measure (FIM) is used to evaluate the functional status of patients who stay in
inpatient rehabilitation facilities, the Minimum Data Set (MDS) is collected for all patients
who stay in skilled nursing facilities, and the Outcome and Assessment Information Set (OA-
SIS) is collected if they choose home health care provided by home health agencies. All three
instruments or questionnaires include functional status items, but the speci�c items, rating
scales, and instructions for scoring di�erent activities vary between the di�erent settings.
We consider equating di�erent health assessment questionnaires as a missing data problem,
and propose a variant of predictive mean matching method that relies on Item Response
Theory (IRT) models to impute unmeasured item responses. Using real data sets, we simu-
lated missing measurements and compared our proposed approach to existing methods for
missing data imputation. We show that, for all of the estimands considered, and in most
of the experimental conditions that were examined, the proposed approach provides valid
inferences, and generally has better coverages, relatively smaller biases, and shorter interval
estimates. The proposed method is further illustrated using a real data set.
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Discovery of structural brain imaging markers of
HIV-associated outcomes using
connectivity-informed regularization approach
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Abstract. Study of multimodal brain imaging biomarkers of disease is frequently performed
by analyzing each modality separately. In our work, we use a recently proposed regularization
method, riPEER (ridge-identity partially empirical eigenvectors for regression), to discover
early biomarkers of HIV-associated outcomes including CD4 count and HIV RNA plasma
level. Speci�cally, we incorporate information arising from the functional and structural
connectivity in the penalized generalized linear model framework to inform the associations
between the brain cortical features and disease outcomes. Penalty terms are de�ned as a
combination of Laplacian matrices arising from the functional and structrucal connectivity
adjacency matrices. We study the advantages of employing di�erent measures of connectivity
as well as synergistic functional and structural information. Finally, we address the issue
of using di�erent cerebral cortex parcellations, from the common FreeSurfer parcellations
(68 and 148 cortical areas) to a novel multi-modal parcellation into 360 cortical areas, in
discovering global and local biomarkers.

Keywords

Linear Regression, Penalized methods, Structured penalties, Laplacian matrix, Brain
connectivity, Brain structure
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A general framework for selection bias due to
missing data in EHR-based research
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Abstract. Electronic health records (EHR) data provide unique opportunities for public
health research in part because they typically contain rich information on large populations.
Notwithstanding their bene�ts, however, EHR-based studies may su�er from a number of
sources of bias. Among these selection bias due to incomplete data is an underappreciated
source of bias in analyzing EHR data. When framed as a missing-data problem, standard
methods are often applied to control for selection bias. In EHR-based studies, however, the
provenance of the observed data generally involves the interplay of many clinical decisions
made by patients, health care providers, and the health system; thus standard methods fail
to capture the complexity of the mechanism that give rise to the observed data. In this work
we use a novel framework for selection bias in EHR-based research that allows for a hierarchy
of missingness mechanisms to inform an inverse-probability weighted estimator that better
aligns with the complex nature of EHR data. We show that this estimator is consistent and
asymptotically normal. Based o� extensive simulations, a key insight is the bias-variance
trade-o� in using this framework when the data provenance is functionally misspeci�ed.
We use this approach to adjust for selection in an on-going, multi-site EHR-based study of
bariatric surgery on BMI.
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Why many researchers misuse variable selection
and how to prevent this

Georg Heinze12 and Daniela Dunkler1
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Abstract. Statistical models are handy tools for empirical medical research. They facilitate
individualized outcome prognostication conditional on covariates as well as adjustments of
estimated e�ects of risk factors on the outcome by covariates. Theory of statistical models
is well-established if the set of covariates to consider is �xed and small, such that we can
assume that e�ect estimates are unbiased and the usual methods for con�dence interval
estimation are valid. In routine work, however, it is not known a priori which covariates
should be included in a model, and often we are confronted with the number of candidate
variables in the range 10-30. This number is often too large to be considered in a statistical
model.

We reviewed the practice of variable selection in several medical journals, which revealed
that variable selection methods were often applied inappropriately. We attribute this to �ve
myths about variable selection circulating among applied researchers which we will brie
y
discuss (HEINZE and DUNKLER, 2017).

Using real examples and simulated data, we will discuss implications of variable selec-
tion, e.g., on bias and uncertainty of a model. Currently, routine software implementations
largely ignore instability issues caused by variable selection. We demonstrate how resam-
pling methods can help to quantify instability issues in real data analyses. We advocate the
implementation of these methods in routine software such that applied researchers can get
aware of instabilities in the �nally selected model, in particular if they attempt to apply
variable selection to too small data sets.
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Over/Under-dispersion, zero-in
ation and
Poisson-Tweedie models
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Abstract. The standard distributions for the analysis of count and proportion data are the
Poisson and binomial distributions. Frequently, in practice they are too restrictive in that the
variability in the data is either signi�cantly greater (overdispersed) or less (underdispersed)
than that implied by the model's variance function. For the analysis of count data, Nelder and
McCullagh (1989) says that overdispersion is the norm and not the exception and this has
been well studied, see Hinde and Demetrio (1999) and many subsequent articles presenting a
wide range of distributions. Although less common, underdispersion can arise, typically from
dependent responses. For instance, when there is competition between plants and animals
this can induce negative correlation in temporal and spatial counting processes. Here we
will also consider how underdispersion can occur as a result of features of the underlying
counting, or data collection, process. The range of distributions for modelling underdispersed
count data is relatively limited, although models can be derived in speci�c situations.

A class of general models is presented based on Poisson-Tweedie factorial dispersion mod-
els with variance µ+φµp, where µ is the mean, φ and p are the dispersion and Tweedie power
parameters, respectively. This class of models provides a 
exible and comprehensive family
including many standard discrete models. The family provides for modelling of overdispersed
count data, including Neyman Type A, Polya-Aeppli, negative binomial, Poisson-inverse
Gaussian and Hermite distributions, and can also accommodate zero-in
ation and under-
dispersion. For a general approach we consider an extended version of the Poisson-Tweedie
model and discuss estimation of regression, dispersion and Tweedie power (variance function)
parameters.
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Causality, Prediction, and Everything in Between:
The Promise and Pitfalls of Electronic Health
Records Data

Joseph W. Hogan1
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Abstract. Electronic health records (EHR) provide rich information on healthcare delivery
and health outcomes. The uses of EHR information include billing, patient monitoring, and
storage of complex information such as images and physician notes. More recent interest has
focused on the utility of EHR for development of prediction rules, clinical decision support,
and comparative e�ectiveness studies. However, unlike data from clinical trials and cohort
studies, data from EHR are not collected according to a protocol or study design; in that
sense they are 'experiential' or 'found' data. This talk illustrates some of the challenges
of using EHR for drawing inference about causal e�ects, and describes statistical methods
needed to address them. We illustrate using two case studies from a large HIV care program
in Kenya: one examining timing of antiviral treatment initiation among those with HIV/TB
coinfection, and another looking at the causal e�ect of recently recommended 'test-and-treat'
policy.

Joint work with Liangyuan Hu, Hana Lee, Becky Genberg, Paula Braitstein, Yizhen Xu,
Michael Daniels, Rami Kantor, Ann Mwangi

24



A Bayesian approach to estimate changes in
condom use from limited human immunode�ciency
virus prevalence data
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Abstract. Evaluation of large-scale intervention programmes against human immunode�-
ciency virus (HIV) is becoming increasingly important, but impact estimates frequently hinge
on knowledge of changes in behaviour such as the frequency of condom use over time, or other
self-reported behaviour changes, for which we generally have limited or potentially biased
data. We employ a Bayesian inference methodology that incorporates an HIV transmission
dynamics model to estimate condom use time trends from HIV prevalence data. Estimation
is implemented via particle Markov chain Monte Carlo methods, applied for the �rst time
in this context. The preliminary choice of the formulation for the time varying parameter
re
ecting the proportion of condom use is critical in the context studied, because of the very
limited amount of condom use and HIV data available. We consider various novel formula-
tions to explore the trajectory of condom use over time, based on di�usion-driven trajectories
and smooth sigmoid curves. Numerical simulations indicate that informative results can be
obtained regarding the amplitude of the increase in condom use during an intervention, with
good levels of sensitivity and speci- �city performance in e�ectively detecting changes. The
application of this method to a real life problem demonstrates how it can help in evaluating
HIV interventions based on a small number of prevalence estimates, and it opens the way
to similar applications in di�erent contexts. Joint work with: J. Dureau, P. Vickerman, M.
Pickles and M.C. Boily
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Multiple discrete distributions for modelling heaped
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Abstract. In many circumstances, when working with count data, we observe a large num-
ber of spikes in the frequency distribution. This phenomenon occurs in several disciplines,
like demography for example, known as heaping, while it is also known as digit preference
and some other names depending on the application domain. In this talk, a new modelling
approach, based on �nite mixtures of multiple discrete distributions of di�erent multiplici-
ties, is proposed to �t data with a lot of periodic spikes in certain values. An EM algorithm is
provided in order to ensure the models' ease-of-�t and then a simulation study is presented
to show its e�ciency. A numerical application with a real data set involving the length,
measured in days, of inability to work after an accident occurs is treated. The main �nding
is that the model provides a very good �t when working week, calendar week and month
multiplicities are taken into account.
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A new longitudinal time-varying measurement error
model with application to physical activity
assessment instruments in a large biomarker
validation study.
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Abstract. Systematic investigations into the structure of measurement error of di�erent
physical activity instruments are lacking. Whether existing instruments consist of objective
measurements made by accelerometers or involve self-report on questionnaires or recalls,
their measurement errors may contain bias as well as random variation. In lieu of observed
true physical activity levels, to estimate those di�erent error components, it is necessary to
have some unbiased biomarker measurements such as those made by doubly labeled water
(DLW). Existing measurement error models treat an individuals level of physical activity as
a �xed quantity over a long period of time.However, physical activity involves both short-
term (e.g., month-to-month) and long-term (over years) variation over time. We describe a
longitudinal measurement error model that accounts for such variationand apply it to the
analysis ofdata on physical activity energy intake from a largevalidation study of di�erent
physical activity instruments using DLW as reference measurements. We show that this
time-varying measurement error model �ts the data better than the �xed long-term physical
activity assumption.Accountingfor the time element in physical activityassessment is crucial
to avoid biases in evaluation of the e�ects of measurement error.
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Abstract. Bone mineral density (BMD) measurements are used to determine bone health
and can help to identify the risk of fracture. The most widely recognized BMD scan, which
measures bone density at di�erent parts of the body, is called dual-energy x-ray absorp-
tiometry (DXA). The DXA measures are compared to the BMD of a healthy 30-year-old
adult of the same gender and are converted into T-scores: T-scores above -1 are considered
normal, values between -1 and -2.5 indicate low bone mass (osteopenia), and values below
-2.5 indicate osteoporosis. The main goals of the present study are to study the evolution of
BMD over time in a cohort of more than 700 HIV-infected persons with at least two DXA
scans and to determine the risk factors for the progression of bone loss.

For this purpose, a bidirectional multi-state model with states normal BMD, osteopenia,
and osteoporosis is �tted to the data. The model considers four possible transitions |normal
BMD to osteopenia, osteopenia to normal BMD, osteopenia to osteoporosis, and osteoporosis
to osteopenia| which are studied as a function of age and antiretroviral treatment. Due to
the nature of the panel data available, all transition times are interval-censored.

This multi-state model allows us to estimate the transition probabilities and predict the
percentages of patients in every health state as a function of age and treatment. The clinical
relevance of building such a model is to guide the clinical practice and to rationalize DXA
scans measurements.
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A Nonparametric Algorithm for Independent
Component Analysis with Application to fMRI
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Abstract. Independent Component analysis (ICA) is a widely used technique for separating
signals that have been mixed together. In this work, we propose a novel ICA algorithm
using density estimation and maximum likelihood, where the densities of the signals are
estimated via p-spline based histogram smoothing and the mixing matrix is simultaneously
estimated using an optimization algorithm. The algorithm is exceedingly simple, easy to
implement and blind to the underlying distributions of the source signals The performance
of the proposed algorithm is evaluated in di�erent simulation settings. For illustration, the
algorithm is applied to a research investigation with a large collection of resting state fMRI
datasets. The results show that the algorithm successfully recovers the established brain
networks.
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Abstract. The Receiver Operating Characteristic (ROC) curve is a common tool for evalu-
ating diagnostic accuracy of biomarkers. The existing work on estimating ROC functions are
mostly developed for data collected under ideal settings. In many medical studies, measure-
ments of biomarkers are subject to missingness due to high cost or limitation of technology.
To deal with the missing data problem in biomarker studies, we propose an augmented
weighted distribution model that incorporates information from subjects with incomplete
data. The resulting estimator enjoys the double-robustness property in the sense that it
remains consistent if either the missing data process or the conditional distribution of the
missing data given the observed data is correctly speci�ed. We derive the asymptotic prop-
erties of the proposed estimators and evaluate their performances using extensive numerical
studies.

30



Approximate Bayesian Computation for large-scale
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Abstract. Many systems of scienti�c interest can be investigated as networks, where net-
work nodes correspond to the elements of the system and network edges to interactions
between the elements. Increasing availability of large-scale biological data and steady im-
provements in computational capacity are continuing to fuel the growth of this �eld. Network
models are now used commonly to investigate biological complexity at the systemic level.
Gene duplication is one of the main drivers of the evolution of genomes, and network models
based on gene duplication were one of the �rst large-scale models used in systems biology. An
attractive feature of some of these so-called duplication-divergence models is their analytical
tractability, but there is typically no statistically principled way to estimate their model pa-
rameters from empirical data. This is a re
ection of a more general divide between the two
prominent paradigms to the modeling of networks, which are the approach of mechanistic
networks models and the approach of statistical network models. Mechanistic network models
assume that the microscopic mechanisms governing network formation and evolution at the
level of individual nodes are known, and questions often focus on understanding macroscopic
features that emerge from repeated application of these known mechanisms. The statistical
approach, in contrast, often starts from observed network structures and attempts to infer
some aspects about the underlying data generating process. Mechanistic network models
provide insight into how the network is formed and how it evolves at the level of individual
nodes, but as mechanistic rules typically lead to complex network structures, it is di�cult
to assign a probability to any given network realizations that a mechanistic model may gen-
erate. Because of this di�culty, there is typically no closed form expression for likelihood for
these models and, consequently, likelihood based inference for learning from data is not pos-
sible. We have developed a principled statistical framework, based on Approximate Bayesian
Computation, to bring some of the mechanistic network models into the realm of statistical
inference. This approach is feasible because given a set of parameter values, it is easy to
sample network con�gurations from most mechanistic models. I will introduce this general
framework and demonstrate its application to large-scale gene duplication networks, where
it can be used to infer model parameters, and their associated uncertainties, for mechanistic
network models from empirical data.
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Time-sequential multiple imputation of missing data
in time-dependent covariates used in a Cox model

Havi Murad1, Alla Berlin2, Rachel Dankner2,3, Liraz Olmer1, Paolo Bo�etta4,
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Abstract. We describe a project to explore the links between diabetes and cancer through
analyzing data from the Clalit Health Maintenance Organization Database in Israel. The
database includes up to eleven years longitudinal data on 567,347 persons diagnosed with
diabetes (2002-2012). Information on cancer incidence was added from the Israel Cancer
Registry that we linked to the Clalit �le. In this talk we will focus on the following question:
among persons with diabetes are those with higher glucose levels or HbA1c levels at a
higher (or lower) risk of developing cancer? The Cox model with time-dependent covariates
is appropriate for answering this question. However, since at any given time-point there is
a large proportion of missing data in some time-dependent covariates (30%-50% in HbA1c;
20%-40% in glucose), we developed a procedure for handling the missing values. White and
Royston1 proposed a method for imputing covariates under the Cox proportional hazards
model. We generalize their method to time-dependent covariates, and develop a procedure for
time-sequential multiple imputation at each time-point for the missing HbA1c and glucose
values using the chained equations method, based on completed variables from previous time-
points. Simulations under di�erent missing data structures to examine the performance of
this procedure are presented, together with the results of the analysis of the data for di�erent
cancers.

Keywords

Missing data, Chained Equations Method, Multiple Imputation (MI), Time-sequential
MI, Cox model, Time-dependent covariates
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Power-Expected-Posterior Priors for Generalized
Linear Models
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Abstract. The power-expected-posterior (PEP) prior developed for variable selection in
normal regression models provides an objective, automatic, consistent and parsimonious
model selection procedure. At the same time it resolves the conceptual and computational
problems due to the use of imaginary data. These attributes allow for large sample approx-
imations, when needed, in order to reduce the computational burden under more complex
models. In this work we generalize the applicability of the PEP methodology, focusing on
the framework of generalized linear models (GLMs), by introducing two new PEP de�nitions
which are in e�ect applicable to any general model setting. Hyper prior extensions for the
power-parameter that regulates the contribution of the imaginary data are further consid-
ered. Under these approaches the resulting PEP prior can be asymptotically represented as
a double mixture of g-priors. For estimation of posterior model and inclusion probabilities
we introduce a tuning-free Gibbs-based variable selection sampler. Several simulation sce-
narios and one real data example are considered in order to evaluate the performance of
the proposed methods compared to other commonly used approaches based on mixtures of
g-priors. Empirical results indicate that the GLM-PEP adaptations are more e�ective when
the aim is parsimonious inference.

Keywords
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nary data, Objective Bayesian model selection, Power-prior.
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Sieve Bootstrap for Functional Time Series
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Abstract. A bootstrap procedure for functional time series is proposed which exploits a
general vector autoregressive representation of the time series of Fourier coe�cients ap-
pearing in the Karhunen-Lo�eve expansion of the functional process. A double sieve-type
bootstrap method is developed which avoids the estimation of process operators and gener-
ates functional pseudo-time series that appropriately mimic the dependence structure of the
functional time series at hand. The method uses a �nite set of functional principal compo-
nents to capture the essential driving parts of the in�nite dimensional process and a �nite
order vector autoregressive process to imitate the temporal dependence structure of the cor-
responding vector time series of Fourier coe�cients. By allowing the number of functional
principal components as well as the autoregressive order used to increase to in�nity (at some
appropriate rate) as the sample size increases, a basic bootstrap central limit theorem is
established which shows validity of the bootstrap procedure proposed for functional �nite
Fourier transforms. Simulations illustrate the good �nite sample performance of the new
bootstrap method proposed.

Keywords

Fourier transform, Principal components, Karhunen-Lo�eve expansion, Spectral den-
sity operator
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Bayesian block-diagonal variable selection and
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Abstract. We propose a scalable algorithmic framework for exact Bayesian variable selec-
tion and model averaging in linear models under the assumption that the Gram matrix is
block-diagonal, and as a heuristic for exploring the model space for general designs. In block-
diagonal designs our approach returns the most probable model of any given size without
resorting to numerical integration. The algorithm also provides a novel and e�cient solu-
tion to the frequentist best subset selection problem for block-diagonal designs. Posterior
probabilities for any number of models are obtained by evaluating a single one-dimensional
integral and other quantities of interest such as variable inclusion probabilities and model
averaged regression estimates are obtained by an adaptive, deterministic one-dimensional
numerical integration. The overall computational cost scales linearly with the number of
blocks, which can be processed in parallel, and exponentially with the block size, render-
ing it most adequate in situations where predictors are organized in many moderately-sized
blocks. For general designs, we approximate the Gram matrix by a block-diagonal matrix
using spectral clustering and propose an iterative algorithm that capitalizes on the block-
diagonal algorithms to explore e�ciently the model space. All methods proposed in this
article are implemented in the R library mombf. Joint work with Daivd Rossell.
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Abstract. Osteoporosis is widely recognised as an important public health problem because
of the signi�cant morbidity, mortality and costs associated with its complications (fractures of
the hip, spine, forearm and other skeletal sites). The body weight is associated with the bone
mass, however the mediation by lean or fat body mass in of bone density is uncertain. Bone
DXA examinations are used to classify the patients into normal, osteopenia and osteoporosis
status by means of the World Health Organization criteria, which has a proven ability to pre-
dict fracture risk.
The data set contains the DXA scans, clinical and demographic variables related to a
HIV infected cohort of patients (1475 patients and 89 variables). The goals are to eval-
uate the relationship among the lean, fat and bone mass parameters and to identify
the fat, lean and demographic variables that can inform the bone disease classi�cation.
The techniques used were scatterplots and calculation of correlation coe�cients for the con-
cordance assessment and multivariate analysis to identify outliers and to determine the pro�le
of patients with bone injury. Non supervised and supervised multivariate techniques, such as
principal component analysis (PCA), kernel PCA, random forests, CART and support vector
machine techniques, were applied.
The machine learning approach can help in a variety of clinical settings to elucidate pat-
terns and characteristics of patients presenting a speci�c disease. In our case, few di�erences
among the body composition in normal, osteopenia and osteoporosis diagnosed patients were
found. The results obtained by the di�erent techniques are displayed and compared.
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Abstract. In studies of porcine reproductive and respiratory syndrome, reproduc- tive
records of farms are analysed by considering the number of live-born (X) and dead-born
(Y ) piglets along births. This bivariate count data has interesting properties: negative
correlation, under/over-dispersion of X and/or Y depending on the parity number, and
under/over-dispersion of the total number of piglets Z = X+Y (Fernandez et. al, 2017). Let
Z be a count random variable, and let ξ1; ξ2; . . . be iid Bernoulli variables with probability

of success α ∈ (0; 1] , all them independent of Z. The count variable, Zα =
Z∑
i=1

ξi, Zα = 0 if

Z = 0); is called an independent binomial α-thinning or binomial subsampling of Z. Each
α-thinning induces a natural bivariate decomposition of Z of the form (Zα;Z −Zα), so that
the number of live-born piglets could be interpreted as a binomial subsampling X = Zα of
the total number of piglets Z. Unfortunately, this nice representation does not allow rich
dispersion and correlation patterns such that those observed in the records of farms. In this
talk we will introduce some new mechanisms leading to under-dispersion based on the bi-
nomial thinning operation (Puig et al., 2017). It is known that the Poisson distribution is
closed under α-thinnings, but if α depends of the number of Poisson realizations the result-
ing distribution can be underdispersed. Moreover, in this case the bivariate decomposition
is richer in dispersion and correlation structures, allowing to describe the behaviour of the
birth records.
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Con
ict diagnostics in evidence synthesis: examples
from infectious disease models
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Abstract. Bayesian evidence synthesis, where multiple independent data sources contribute
to the likelihood, is becoming increasingly employed in various �elds, including infectious
disease epidemiology. Evidence synthesis methods are most useful for estimating quantities
which can't be directly observed, but for which indirect evidence is available: for example,
prevalence of undiagnosed HIV infection or the case-fatality risk for in
uenza. However,
the use of multiple sources informing common parameters entails the potential for di�er-
ent datasets to provide con
icting or inconsistent inferences about the common parameters.
The detection and measurement of such con
ict is therefore a crucial step in the model
criticism process. Cross-validatory posterior predictive methods have previously been pro-
posed for con
ict assessment ("node-splitting") in graphical models. However, the systematic
assessment of con
ict, at multiple locations throughout a graphical model, provokes the mul-
tiple testing problem. We therefore present a framework for systematic con
ict diagnostics,
accounting for the multiple null hypothesis tests of no con
ict. We illustrate the method
through syntheses to estimate HIV prevalence in Poland and in
uenza severity in the UK.
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trajectory reconstruction with accelerated
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Abstract. This talk will consider the use of functional principal component analysis
(FPCA) for reconstructing growth trajectories when the data arise from an accelerated
longitudinal design. Such a design entails following individuals of varying ages for a short
period in order to study development over a wide age range. In functional data analysis
terminology, the resulting data are sparse as opposed to dense; and a standard approach to
FPCA for sparse data is to smooth the covariance surface and then estimate its eigenfunc-
tions (Staniswalis and Lee, 1998; Yao et al., 2005). But in this setting there are no data pairs
far from the main diagonal, so when the smoothing step is performed with penalized splines
(e.g., Goldsmith et al., 2013), the penalization strategy can have an inordinate in
uence on
the results. This problem and proposed solutions will be illustrated with cortical thickness
data derived from a longitudinal magnetic resonance imaging study.
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Bayesian variable selection: what if residuals are
non-normal?
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Abstract. A main challenge in high-dimensional variable selection is enforcing sparsity.
Because of theoretical and computational considerations most research are based on linear
regression with Normal errors, but in actual applications errors may not be Normal, which
can have a particularly marked e�ect on Bayesian inference. We extend the usual Bayesian
variable selection framework to consider more 
exible errors that capture asymmetry and
heavier-than-normal tails. The error structure is learnt from the data, so that the model au-
tomatically reduces to Normal errors when the 
exibility is not needed. We show convenient
properties (log-likelihood concavity, simple computation) that render the approach practi-
cal in high dimensions. Further, although the models are slightly non-regular we show that
one can obtain asymptotic sparsity rates under model misspeci�cation. We also shed some
light on an important consequence of model misspeci�cation on Bayesian variable selection,
namely a potential for a marked drop in power to detect truly active coe�cients. This is
con�rmed in our examples, where we also illustrate computational advantages of inferring
the residual distribution from the data.
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Abstract. Motivated by the analysis of high-dimensional neuroimaging signals over the
cerebral cortex, we introduce a principal component analysis technique that can be used
for exploring the variability and performing dimensional reduction of signals observed over
two-dimensional manifolds. The proposed method is based on a PDE regularization ap-
proach, involving the Laplace-Beltrami operator associated to the manifold domain. It can
be applied to data observed over any two-dimensional Riemannian manifold topology. The
proposed method is applied to the study of main connectivity patterns of neural activity in
the cortex, based on the analysis of a dataset made available by Human Connectome Project
and consisting of resting state functional magnetic resonance imaging scans from about 500
healthy volunteers.
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Abstract. We describe and evaluate estimators of nonparametric and semiparametric linear
and non-linear e�ects of functional covariates on functional responses that bridge spline-
based and functional principal component-based approaches to functional data regression
models. Our implementation is embedded in an extensive framework for mixed additive
regression models for correlated functional responses. We provide easy-to-use open source
software in the pffr() function for the R-package refund.
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Abstract. Dietary exposures are variable, complex and di�cult to measure precisely. The
impact of such errors is often not well understood or is ignored by many researchers. As part
of the STRengthening Analytical Thinking for Observational Studies (STRATOS) Initia-
tive, a Task Group on measurement error and misclassi�cation (TG4) is currently engaged
in several activities to increase the awareness of this problem among biostatisticians and
epidemiologists and point to methods to address it. This presentation focuses on nutritional
epidemiology, though the issues discussed apply more broadly.

Studies in nutritional epidemiology usually rely on self-reported dietary intake data,
though these are known to be subject to random error as well as intake-related and person-
speci�c systematic errors. The potential impact of di�erent types of measurement error will
be illustrated. Measurement error reduces power to detect diet-disease associations and can
result in biased estimates of such associations. A recent survey by TG4 revealed a lack of
understanding that this bias is not always in the form of an attenuation. Corrections for
measurement error for estimating associations can be made if the nature of the error can be
ascertained; doing so requires additional information, for example from objective biomarkers.

We describe the analytical challenges of measurement error that arise in nutritional
epidemiology and discuss some practical design and statistical methods to address them,
focusing on regression calibration. Finally, we highlight challenges for improving practice
and summarize some initial recommendations for investigators, as well as for editors and
reviewers.
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Abstract. Automated segmentation of the brain is a challenging task in the presence of
brain pathologies such as white matter hyperintensities (WMH). WMHs appear as hyperin-
tense areas in magnetic resonance imaging (MRI) and are frequently found in Alzheimer's
disease (AD) and Down syndrome (DS) population's brain. WMHs present a challenge for
standard segmentation algorithms that misclassify WMHs as gray matter (GM). An im-
proved segmentation method is presented based on �lling (1,2) the WMH areas on MRI
scans with normal appearing white matter (NAWM) values sampled from the distribution
of NAWM. An automated algorithm (3) was �rst used to detect WMH that were later �lled
with NAWM intensities on the MRI scans. The images were then segmented again and the
resulting GM volume was compared with that computed from a standard approach. Re-
peated measures models and neurological case studies were used for the analyses. The �ll-in
method showed signi�cant improvement in tissue classi�cation for AD and DS.
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Abstract. Background. Estimate the response to antiretroviral therapy (ART) among HIV-
positive patients who start ART in sub-Saharan Africa. Dealing with death when estimating
longitudinal measurements and produce a survival-adjusted longitudinal measure (e.g., me-
dian CD4 count, percent of patients with perfect ART adherence) and address counterfactual
scenarios (e.g., What is the value of the measure had everyone remained on f/u but not nec-
essarily in care). Methods. Inverse Probability of Censoring Weighting (IPCW) methods
readily available to estimate median CD4 count over time but MAR assumption likely not
applicable in our setting. Use patient tracing (double-sampling) data and modify IPCW for
the MNAR setting (MNAR-IPCW). Results. Both longitudinal measures considered (me-
dian CD4 count, perfect adherence) were overestimated, even compared to the best-case
scenario of everyone having remained under observation and in care. Conclusions. Ignoring
biases resulting from non-random losses to follow-up may results in signi�cant biases when
estimating longitudinal measurements. These results have broad application on a number
of longitudinal biomarkers in this setting, particularly those related to the long-term viral
suppression necessary to maintain good outcomes among people living with HIV around the
world.
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Abstract. Human individuals acquire their adult body shapes through vigorous physical
growth in the �rst two decades of life. Many of the somatic characteristics that de�ne our
physical appearance in adulthood take shape around the time of pubertal growth spurt
(PGS). An analytical challenge to quantify growth rates before and after PGS is the lack
of direct observation of the anchoring PGS event. We propose a two-stage semiparametric
analysis to assess the rates of skeletal changes around the PGS with interval-censored ob-
servation on the PGS. The �rst stage is the nonparametric maximum likelihood estimation
for the distribution of PGS timing. In the second stage, a least-squares based method is
used to estimate the model parameters, including the pre and post-PGS growth rates with
latent time of PGS. We show that under mild regularity conditions, the estimators are con-
sistent and asymptotically normal. Statistical inference ensues from the large sample theory.
We conduct a simulation study to evaluate the operating characteristics of the proposed
method. Analysis of growth data from an observational cohort shows that in comparison
to girls, boys tend to have a more sustained skeletal growth after PGS, as evidenced by
the greater post-PGS growth rates in the upper body. The �ndings suggest that strong and
sustained post-PGS skeletal growth contributes to the sexual dimorphism in human body.
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DNA: an economists perspective
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Abstract. Why does the DNA code use four elements? It is well known from information
theory that the most e�cient code to process information should have a number of elements
equal to e, Nepers number. Computers use binary codes, rounding e down. The choice of
a ternary code would be a bit more e�cient than the binary, but it is generally not im-
plemented. The DNA sequence uses four bases in two spirals, with apparent redundancy
and some constraints. Redundancy in any alphabet is necessary to allow for the possibility
of error correction. In the case of the DNA, its two-spiral, four-letter structure is shown to
allow for an error-correction mechanism twenty-one times better than an ordinary computer,
which just relies on one parity bit. The DNA mechanism reduces the error rate at the cost
of substantial redundancy. Therefore it becomes apparent that the DNA has been designed
to ensure long-term memory, at the cost of a substantial reduction of its capacity to store
information. It is shown that four is indeed the most e�cient number of alphabet elements
to achieve that.

The elegant solution found for the design logic of the DNA cannot be extended to the
protein alphabet, which has twenty-one letters, possibly because of the much more varied
functions proteins ful�ll.
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Abstract. The Gaussian graphical model is one of the well-known graphical approaches
which describes the interactions between the genes in a biochemical system via the inverse
of the covariance matrix, also called the precision matrix, when the states are represented
by the multivariate normal distribution in a lasso regression. In inference of this model,
various approaches have been suggested from the graphical lasso (Friedman et al., 2008) to
the neighbourhood selection method (Meinshausen and Bühlmann, 2006). Although these
approaches are successful in accuracy and computational e�ciency if the system has small
or moderate dimensions, their performances decrease if the states are non-normal and the
system has high dimension. Hereby, in order to ameliorate these challenges, initially, we
consider to use the multivariate student-t distribution in the description of the states due
to the fact that it can be more robust choice for the states and its convergent distribution
also covers the normality. Furthermore, we apply the modi�ed maximum likelihood estima-
tion method (MMLE) in the estimation of the model parameters. MMLE (Tiku, 1967) is a
modi�ed version of the ordinary MLE in the sense that it can smooth the nonlinearity in
the likelihood function, which causes multiple roots in the solution set, by means of the �rst
order Taylor series expansion and order statistics. In order to evaluate the performance of
our model and inference strategy, we use bench-marks real datasets and compare our results
with the GGM outputs based on accuracy and computational time. The �ndings show that
our model indicate better accuracy over GGM without losing the computational demand in
the construction of the actual biochemical systems.
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Gaussian graphical model, modi�ed maximum likelihood estimation, lasso regression,
biochemical networks.
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Abstract. When patients are monitored after a kidney transplantation, it is of clinical in-
terest to investigate the association between the longitudinal biomarker protein-to-creatinine
ratio and time-to kidney failure. A feature of this data set is that di�erent sub-populations
exhibit di�erent longitudinal pro�les. Patients can be categorized in several sup-groups (la-
tent classes) with di�erent trajectories. Therefore, to better model the association between
the longitudinal and the survival outcome these latent classes should be taken into account.

The joint model of longitudinal and survival data constitutes a popular framework to
analyze such data sets. In particular, two paradigms within this framework are the shared
parameter joint models and the joint latent class models. The former paradigm allows to
quantify the strength of the association between the longitudinal and survival outcomes but
does not allow for latent sub-populations. On the other hand, the latter paradigm explicitly
postulates the existence of sub-populations but does not directly quantify the strength of
the association.

To answer our motivating research question we propose to integrate latent classes in the
shared parameter joint model in a fully Bayesian approach. Speci�cally, the model allows us
to investigate the association between protein-to-creatinine ratio and time-to kidney failure
within each latent class. We, furthermore, focus on the selection of the true number of latent
classes.
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Abstract. When sampling from a �nite population, it is sometimes the case that a speci�c
characteristic of the units composing the population under study is of interest, besides the
estimation target; a notable example is the Tubercolosis (TB) Prevalence survey program
set up by the World Health Organization (WHO), where together with the estimation of the
overall TB prevalence in a country, a relevant objective is the detection of as many cases
as possible, so that they can be treated. Classic sampling approaches have proven to be
ine�cient in carrying out both tasks at the same time, whereas more recent approaches -
namely, adaptive designs - su�er from other operationally important drawbacks (such as lack
of control over the �nal sample size and costs). We discuss a novel class of sampling strategies
aimed at providing both the ability to oversample prescribed subsets of a �nite population,
and the possibility to draw inference building on the classic Horvitz-Thompson approach to
estimation. The proposed class of methods is design-based, has a sequential and adaptive
nature and integrates the use of machine learning algorithms in the sampling procedure.
We compare our proposal to WHO's current practice and some state-of-the-art alternatives
by means of a simulation study on scenarios inspired by the motivating example, providing
empirical evidence concerning the estimation of population parameters and the oversampling
feature.

Keywords

FINITE POPULATION SURVEY, π-PS DESIGN, ADAPTIVE SAMPLING, MA-
CHINE LEARNING

References

GLAZIOU, P., VAN DER WERF, M. J., ONOZAKI, I. and DYE, C. (2008): Tuberculosis
prevalence surveys: rationale and cost. International Tuberculosis Lung Disease. 12(9),
1003{1008.

THE WORLD HEALTH ORGANISATION (2011): Tubercoulosis PREVALENCE SUR-
VEYS: a handbook. WHO Press, Geneva

52



Summary indicators to assess the performance of
risk predictors

Laura Antolini1, Elena Tassistro1, Davide Paolo Bernasconi1 and Maria Grazia
Valsecchi1

School of Medicine and Surgery, University of Milano-Bicocca, Via Cadore 48, 20900
Monza, Italy laura.antolini@unimib.it

Abstract. The availability of novel biomarkers opens room for re�ning prognosis by adding
factors on top of those having an established role. It is accepted that the impact of novel
factors should not rely solely on regression coe�cients and their signi�cance but on predic-
tive power measures. However, novel factors who are promising at the explorative stage often
results in disappointingly low impact on the predictive power measures. This motivated the
proposal of the net reclassi�cation index and the integrated discrimination improvement, as
direct measures of gain due to additional factors. This measures became extremely popular
however, recent contributions in the biostatistical literature enlightened strong limitations.
A further measure proposed a decade ago, namely the net bene�t, appears to be promising
in assessing the consequences in terms of costs and bene�ts when using a risk predictor in
practice for classi�cation. This presentation reviews the conceptual formulations and inter-
pretations of the available graphical methods and summary measures for evaluating risk
predictor models.
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Abstract. Longitudinal measurements are becoming increasingly more popular in clinical
research. By repeatedly measuring a patient, their progress is monitored more closely and
temporal patterns can be estimated leading to improved prediction of outcomes. A popular
approach in combining longitudinal and time-to-event data is the joint modelling approach.
Often a set of multiple biomarkers is measured to discover new biomarkers predictive for
the outcome. Costs associated with assessing all biomarker values, however, can become
exceedingly high. If, in addition, event rates in the study are low and most information is to
be expected from the patients experiencing the event (cases), it may be more cost e�cient
not to assess all biomarkers. For this research we are motivated by the BIOMArCS study,
where patients admitted for acute coronary syndrome (ACS) are followed for one year to
study the relation between temporal patterns of multiple biomarkers and recurring ACS. The
BIOMArCS study follows a case-cohort design in which a random subcohort of patients is
selected and supplemented with the other cases outside the subcohort. In standard survival
models, weighting schemes have been proposed to account for the overrepresentation of
cases in such designs. In the framework of joint modelling di�erent approaches are needed.
We propose to include survival information and any potential baseline covariate information
of all patients in the analysis. The controls outside the subcohort will have missing values
for the biomarker measurements. However, since the subcohort was chosen at random, the
missingness mechanism is missing at random (MAR), and hence results obtained from the
joint model �tted in the constructed data set will remain valid. We evaluate this procedure
with simulations and illustrate its use in the BIOMArCS study.
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Abstract. In survival analysis, shared frailty (random e�ect) models are often used to model
heterogeneous survival data, such as clustered failures or recurrent events. In Hougaard
(2000) a large family of in�nitely divisible frailty distributions were proposed, including
the positive stable and compound Poisson distributions with a probability mass at 0. The
estimation of semiparametric frailty models with these distributions has proved challenging.

The assumption of proportional hazards, usually made conditional on the frailty, does
not carry over to the marginal model for most random e�ect distributions. It has been shown
that, for univariate data, this makes it impossible to distinguish between the presence of a
frailty or marginal non-proportional hazards. Di�culties also arise when the data consists of
small sized clusters. When modelling the e�ects of covariates on the hazard, if proportional
hazards are assumed conditional on the frailty, this assumption does not carry over to the
marginal model for most random e�ect distributions. For univariate data, this implies that
it is impossible to distinguish between the presence of a frailty or non-proportional hazards
at marginal level.

We discuss the results of a simulation study carried out in the situation where the clus-
ters have a small size or individuals have few recurrent events. For a large number of frailty
distributions, we analyze the behaviour of test statistics for the presence of the frailty and
for the proportional hazards assumption. With a novel software implementation for estimat-
ing semiparametric shared frailty models, we discuss the situations when the unobserved
heterogeneity can be distinguished from the non-proportional hazards. The practical impli-
cations are illustrated in real-world data analysis examples. We study the behaviour of the
test statistics for the presence of the random e�ects and sensitivity to the proportional haz-
ard assumptions for a large number of frailty distributions. For this, we introduce a novel
software implementation for estimating semiparametric shared frailty models.
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Abstract. Protein biomarkers found in plasma are commonly used for cancer screening
and early detection. Measurements obtained by such markers are often based on di�erent
assays that may not support detection of accurate measurements due to a limit of detection
(LOD). The ROC curve is the most popular statistical tool for the evaluation of a contin-
uous biomarker. However, in situations where LODs exist, the empirical ROC curve fails
to provide a valid estimate for the whole spectrum of the false positive rate (FPR). Hence,
crucial information regarding the performance of the marker in high sensitivity and/or high
speci�city values is not revealed. In this paper, we address this problem and propose meth-
ods for constructing ROC curve estimates for all possible FPR values. We explore 
exible
parametric methods, transformations to normality, robust kernel-based and spline-based ap-
proaches. We evaluate our methods though simulations and illustrate them in colorectal and
pancreatic cancer data.
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Abstract. The metabolome is the intermediate between DNA variation and clinical phe-
notypes and is expected to provide a better predictor of phenotypes than DNA variation
or gene expression. Although, several studies have examined the interplay between diet and
metabolism, to date, no studies have investigated how metabolic patterns are in
uenced by
dietary variation (F ) while genetic contribution (G) and time (T ) have been modeled in
the context of network analysis. We propose using linear mixed e�ect models for capturing
the correlation coming from repeated measurements and decomposing the total metabo-
lite information into parts relevant to F , G, and T ; the part relevant to F instead of the
original values should further be used for network estimation. Dietary information resulted
from Food Frequency Questionnaires is typically summarized by using Exploratory Factor
Analysis (EFA). Genetic information is quanti�ed by using Polygenic Risk Scores (PRS).

For estimating, describing and visualizing networks, a correlation-based network estima-
tion method, i.e. Weighted Gene Co-expression Network Analysis (WGCNA) is used. In the
cohort considered here (DILGOM study) all sources of metabolic variation were measured. In
the resulting networks, several groups of biologically associated metabolites (VLDL, HDL,
AA/BCAA, omega-3 FA) were clustered together based on their association to 6 known
diets. The novelty of our method is on taking into account all sources of metabolic varia-
tion and resulting in networks with higher interconnectedness and interpretability, meaning
identifying meaningful metabolite groups sharing similar association to F .
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Abstract. ROC analysis is often used to determine performance of a diagnostic test or
compare performances of two or more diagnostic tests whose results are either numerical
measurements or the readers' interpretations. In radiology, it is preferred that diagnostic
tests to be interpreted by two or more readers rather than one reader since readers' inter-
pretations are subjective. Furthermore, multiple tests might be performed on the same case
in order to obtain more accurate results. This approach is called as multi-reader multi-case
(MRMC) studies. In such studies, full factorial experimental design are commonly preferred
study design. However, in this design there might be a correlation both between readers
and between tests. Some statistical methods which consider these correlation structures
are developed for comparing performances of diagnostic tests. In this study, we focused on
some of these methods such as DBM (Dorfman-Berbaum-Metz), OR (Obuchowski-Rockette),
BWC (Beiden-Wagner-Campbell) and MM (Marginal Model) [1,2]. The performances of each
method is compared using a comprehensive simulation study. Continuous rating data was
generated under null hypothesis. Type-I error rates and coverages of AUC di�erences are
used to evaluate simulation results.
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Abstract. Evaluation of e�ectiveness of primary care-based disease management programs
(DMPs) is essential, but rarely integrated in the roll-out of a program. Routine health in-
surance data provide a useful tool for evaluation of implemented DMPs. However, due to
the observational design and the use of routine data, special care must be given to the
design, analysis and interpretation. Strengths and limitations of secondary use of routine
health insurance data and adequate methods for analysis will be discussed and illustrated
by the Austrian DMP for type II diabetes mellitus. A population-based retrospective cohort
study was conducted considering patient-relevant outcomes (overall mortality, cardiovascu-
lar disease) and economic impact over a four years follow-up. The DMP-group consisted of
7181 participants enrolled in the program during 2008-2009. In the routine health insurance
database 208.532 controls with DM type 2 were identi�ed based on antidiabetic drug ther-
apy. A comparable control group was derived using propensity score matching (PSM) taking
demographics, antidiabetic drug therapy, prescriptions, hospital admissions and days, main
discharge diagnoses and costs at baseline into account.
By using PSM, we were able to ensure comparable groups for a large number of measured
confounders, however we cannot rule out an in
uence by unmeasured confounding. Despite
these limitations our results indicate a survival bene�t and an average reduction of costs for
participants in the DMP compared with the controls.
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Abstract. Composite binary endpoints are widely chosen as primary endpoint in clinical
trials. The use of composite endpoints entails di�culties in the interpretation of the results
since the composite e�ect might not re
ect the e�ect of its components. We propose a
methodology to quantify the gain in e�ciency of using the composite binary endpoint instead
of its most relevant component as primary endpoint to lead the trial. The method, based
on the Asymptotic Relative E�ciency (ARE), depends on six parameters including the
degree of association between components, the event proportion and the e�ect of therapy
given by the corresponding odds ratio of the single endpoints. We apply the ARE method
to several scenarios de�ned by di�erent values of the anticipated parameters and conclude
with recommendations for discerning which could be the best suited primary endpoint given
anticipated parameters.
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Abstract. The appearance of mutations in cancer development plays a crucial role in the
disease control and its medical treatment. Motivated by the practical signi�cance, it is of
interest to model the event of occurrence of mutant cells that will possibly lead to a path
of inde�nite survival. A multi-type branching process model in continuous time is proposed
for describing the relationship between the waiting time till the �rst escaping extinction
mutant cell is born and the lifespan distribution of di�erent types of cells, which due to the
applied treatment have small reproductive ratio. A numerical method and related algorithm
for solving the integral equations is developed, in order to estimate the distribution of the
waiting time to the escaping extinction mutant cell is born.
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Abstract. Disease surveillance is an important public health practice, as it provides infor-
mation which can be used to make successful interventions and improve population health.
In this work, we propose an extension of a Bayesian hierarchical model introduced by Li et
al.(2012), which is appropriate for chronic disease surveillance. The model is able to describe
spatial and temporal patterns of the disease, and also to detect areas that exhibit unusual
temporal trends compared to the national one, which can be indicative of an emerged lo-
calised factor, a policy impact etc. In order to assess the performance of the model we carry
out a simulation study considering a number of scenarios. The model is applied to a set of
chronic obstructive pulmonary disease (COPD) hospitalisation data in England at clinical
commissioning group (CCG) level, from April 2010 to March 2011. Finally, a web-based
application that integrates the developed methodology is presented.
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Abstract. An overview of systematic reviews (OoSRs) is a study designed to synthesize
the multiple evidence from existing systematic reviews (SRs) on a topic area. The objective
of this study was to describe the basic characteristics of health-related OoSRs. We searched
the Medline via Ovid, the Evidence-based Child Health journal and reference lists up to
31 December 2015 for eligible OoSRs with drags, herbal medicine or dietary supplements
and harms-related content. The included studies were assessed with our pilot version of a
preferred reporting checklist. We analyzed 54 OoSRs that were published between 2001 to
2015. The majority (34 [63.0%]) of corresponding authors were a�liated with institutions
from the United Kingdom and Canada. A typical OoSRs included a median of 6 SRs and 77
primary studies involving more than 10,000 participants. The most common health problems
examined in our sample were diseases of the respiratory system (15 [27.8%]) and mental and
behavioural disorders (9 [16.7%]). The majority (35 [64.8%]) of the OoSRs did not report
any information about a formal protocol and 15 (27,8%) studies did not present results for
harms in the abstract. Most of OoSRs (39 [72,2%]) typically searched only one electronic
database. Forty-three (79.6%) studies did not report language restrictions while methods for
data extraction were reported only in 24 (44.4%) articles. Quality assessment of the included
SRs was performed in 20 (37.0%) overviews and quality of evidence was presented only in
13 (24.1%) studies. Almost half of the OoSRs (24 [44.4%]) provided a quality sythesis while
the remaining studies conducted a meta-analysis. Few studies (17 [31,5%]) considered about
overlapping and publication bias was discussed only in 18 (33.3%) papers. The ratio of the
number of studies with information for adverse events cited within the text to the total
number of references of a typical OoSRs was one-�fth. Funding sources were not reported in
almost half of the studies (24 [44.4%]). This study shows that OoSRs often lack completeness
in reporting and methodological rigor. Strategies and guidelines are needed to improve this
new type of study.
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Abstract. MTHFR C677T (rs1801133) is a common variant a�ecting a key enzyme in one
carbon metabolism. As such it has been implicated in the pathogenesis of numerous di�erent
health outcomes, over the years. Our aim is to examine the strength of each unique associa-
tion between polymorphism MTHFR C677T and di�erent health outcomes and provide an
overview of potential biases. We searched Pubmed and Scopus from January 1st 1990 to De-
cember 22nd 2016 to identify systematic reviews and meta-analyses of observational studies.
For each meta-analysis odds ratios (OR), 95% con�dence intervals (CI) and 95% prediction
intervals were calculated using random and �xed e�ects models. Between-study heterogene-
ity was assessed with I2. Overall, we examined 81 unique meta-analyses that synthesized
data from 1444 studies on di�erent outcomes. Almost half of the outcomes (37 out of 81 meta
analyses with random e�ects model) showed that the T allele of rs1801133 was associated
with increased risk of developing a disease (p<0.05). A suggestive evidence of class II (more
than 1000 cases, p <0.001 by random-e�ects model, heterogeneity <50%, primary stud-
ies in Hardy Weinberg Equilibrium) was only found for gastric non-cardia cancer, ischemic
stroke, epilepsy and Down Syndrome. There is substantial evidence linking MTHFR to sev-
eral health outcomes, but a considerable number of them may re
ect, residual confounding,
information bias, gene-gene and gene-environment interactions.
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Abstract. Model selection is di�cult, even in the apparently straightforward case of choos-
ing between linear regression models. There has been a lively debate in the statistical ecology
literature in recent years, where some authors have sought to evangelise AIC in this context
while others have disagreed strongly.

A series of discussion articles in the journal Ecology in 2014 (e.g. Murtaugh, 2014; Burn-
ham and Anderson, 2014) dealt with part of the issue: the distinction between AIC and
p-values. But within the family of information criteria, is AIC always the best choice?

Theory suggests that AIC is optimal in terms of prediction, in the sense that it will
minimise out-of-sample root mean square error of prediction. Earlier simulation studies have
largely borne out this theory. However, we argue that since these studies have almost always
ignored between-sample heterogeneity, the bene�ts of using AIC have been overstated.

Via a novel simulation framework, we show that relative predictive performance of model
selection by di�erent information criteria is heavily dependent on the degree of unobserved
heterogeneity between data sets.
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Abstract. This work is motivated by a study that investigates the fetal head rotation tra-
jectory during the �rst stage of natural labour adjusted for maternal characteristics and
environmental factors. The particular challenge with such data is the model selection pro-
cedures that objectively asses the models when outcome data are longitudinal and circu-
lar/directional. Traditional model selection criteria employed for linear data such as AIC,
BIC, and DIC may not be appropriate for circular variables as they do not take the account
of directional properties of the data. On one hand, there is very few model selection criteria
developed for circular data which are illustrated to crave for improvement. On the other
hand, there is an increasing demand for such criteria as the directional data proliferates in
many disciplines with the advancing technology particularly in medicine as illustrated in
our motivating study in which a primitive measure (cervical dilation) have recently been
replaced by an ultrasound technology measuring fetal head rotation to determine whether
the birth will be natural. We construct a fully Bayesian random e�ects circular model and
develop circular model selection criteria. One of our proposed criterion is based on angular
distance. Extensive simulations evaluate and compare the performances of our model and
model selection criteria under various realistic longitudinal settings involving longitudinal
circular responses and baseline continuous covariates. Simulations reveal that the proposed
model selection criteria have remarkable gain in selecting the appropriate random e�ects
circular model.
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Abstract. Microsimulation Models (MSMs) have proven to be a very useful tool for de-
scribing complex disease processes, predicting individual-patient trajectories and assessing
the impact of interventions on outcomes of interest. There are several applications of MSMs
in Medical Decision Making for simulating intervention scenarios on populations and inform-
ing Public Health Policies.

The calibration procedure followed for specifying plausible values of the model param-
eters plays an essential role in the development of a valid MSM. This study provides a
comparative analysis of the two main approaches for calibrating an MSM, a Bayesian and
an Empirical technique. Both methods are applied to calibrate the MIcrosimulation Lung
Cancer (MILC) model, a new, dynamic, continuous time MSM that describes the natural
history of lung cancer, and predicts individual trajectories incorporating information about
the age, sex, and smoking habits of the person.

Results from this study show that while empirical techniques are more e�cient, Bayesian
methods seem to perform better especially when calibration targets involve rare outcomes.
Therefore it seems that a combination of the two approaches would be helpful. An empirical
method should be applied �rst for an e�cient search of the multidimensional parameter
space and the identi�cation of plausible ranges of values for the model parameters. Choosing
appropriate starting values from the previously de�ned ranges a Bayesian method could
further provide more accurate parameter values and a better �t of the MSM to available
data.

Findings from this study suggest that a combination of an Empirical and a Bayesian
method would be advantageous for a more e�ective calibration procedure of a microsimula-
tion model.
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Abstract. Stressful and emotion-inducing tasks trigger physiological reactions. In this work,
we focus on changes in skin conductance (SC), i.e., the skin's ability to conduct electricity,
recorded in 91 healthy individuals while completing the Reading Mind in Eye Test (RMET),
a widely used assessment tool of emotion recognition aptitude. A previous exploratory study
investigated the feasibility to use the Dynamic Time Warping (DTW) approach to analyze
this data. This technique enabled to uncover three di�erent templates (patterns) of the
SC response. However, within this framework, it is complex to integrate in the analysis
information on respondents' clinical and psychopathological traits, thus obtaining a better
characterization of the identi�ed cluster. To overcome this issue, in this work, we propose
to apply Latent Class Mixed Models (LCMMs, Proust-Lima et al. 2015) which, generalizing
traditional Linear Mixed E�ects models, allow to identify latent classes (e.g., unobserved
sub-populations), characterized by their own mean trajectories.
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Abstract. Age-dependent dynamics is an important characteristic of many infectious dis-
eases. Age-group epidemic models describe the infection dynamics in di�erent age-groups
by allowing to set distinct parameter values for each. However, such models are highly non-
linear and may have a large number of unknown parameters. Thus, parameter estimation
of age-group models, while becoming a fundamental issue for both the scienti�c study and
policy making in infectious diseases, is not a trivial task in practice. In this talk, we examine
the estimation of the so called next-generation matrix using incidence data of a single entire
outbreak, and extend the approach to deal with recurring outbreaks. Unlike previous studies,
we do not assume any constraints regarding the structure of the matrix. A novel two-stage
approach is developed, which allows for e�cient parameter estimation from both statistical
and computational perspectives. Simulation studies corroborate the ability to estimate accu-
rately the parameters of the model for several realistic scenarios. The model and estimation
method are applied to real data of in
uenza-like-illness in Israel. The parameter estimates
of the key relevant epidemiological parameters and the recovered structure of the estimated
next-generation matrix are in line with results obtained in previous studies.
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Abstract. Recently, response-adaptive designs have been proposed in randomized trials to
achieve ethical and cost advantages by using sequential accrual information collected during
the trial to dynamically update the probabilities of treatment assignments. In this context,
urn models - where the probability to assign patients to treatments is interpreted as the
proportion of balls of di�erent colors available in a virtual urn - have been used as response-
adaptive randomization rules [1].
We propose the use of Randomly Reinforced Urn (RRU) models in a simulation study based
on a randomized clinical trial on the e�cacy of home enteral nutrition in cancer patients
after major gastrointestinal surgery. We compare results (number of patients allocated to the
inferior treatment and empirical power of the t-test for the treatment coe�cient) obtained
with the RRU design with those previously published with the non-adaptive approach. In
detail, we simulate 10,000 trials based on the RRU model in three set-ups of di�erent total
sample sizes.
For each sample size, in approximately 75% of the simulation runs, the number of patients
allocated to the inferior treatment by the RRU design is lower. The empirical power of the
t-test for the treatment e�ect is similar in the two designs.
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Abstract. The term combinatorial mixtures refers to a 
exible class of parametric models
for inference on mixture distributions whose components have multidimensional parameters
[1]. The idea behind it is to allow each element of the component-speci�c parameter vector
to be shared by a subset of other components.
We develop Bayesian inference and computational approaches based on Markov Chain Monte
Carlo methods for this class of mixture distributions with an unknown number of compo-
nents. We de�ne the structure for a general prior distribution - a mixture of prior distri-
butions itself - where a positive probability is put on every possible combination of sharing
patterns. We illustrate our approach in an application based on the normal mixture model
for bivariate data. We assume a decomposition of the covariance matrix which allows to
model standard deviations and correlations separately. We also discuss solutions to the 'la-
bel switching' problem.
For our application, we use publicly available data on mRNA expression in prostate carci-
noma [2], where a two-component 'ellipsoidal, varying volume, shape, and orientation' model
has been suggested by a di�erent approach [3].
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On detecting the change-points in piecewise
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Abstract. In certain circumstances the hazard rate of patients is constant across time but in
real life it is more likely to vary over di�erent intervals giving rise to the piecewise exponential
and piecewise Weibull models, respectively. One of the major problems in such piecewise
models is to determine the points of change of the hazard rate. From the practical point of
view this can provide very important information as it may re
ect changes in the progress of
a disease. The proposed project refers to piecewise regression models with covariates and in
particular on methods to identify the change points. Both cases of known number of points
and the challenging of unknown have been examined. An example based on herpes zoster
data set has been used to demonstrate the developed methodology.
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Abstract. A critical aspect of personalized medicine is the development of methods that
evaluate genetic predisposition to respond to a treatment. Studies have shown that a small
number of genes identi�ed by one-at-a-time testing methods are shown to be inadequate for
prediction modeling. Whole genome prediction (WGP) methods have been shown to improve
predictive accuracy in complex traits. However, the methodology is not tailored for outcome
prediction in human randomized clinical trials (RCTs). We propose a Bayesian WGP method
that accounts for the underlying genetic heterogeneity present in populations often targeted
in RCTs using a mixed model approach. Under this model, small e�ects regulated by the
treatment that would normally go undetected and disregarded are captured by the uncon-
strained covariance structure of the genetic random e�ects. We employ an e�cient estimation
approach that allows application to large datasets at a reasonable computational cost. Pre-
dictive accuracy is evaluated in comparison to existing methods using simulated phenotypes
generated from real genotypes under various scenarios. Results demonstrate that the BWGP
approach adapted to RCTs performs better or at least as well as strati�ed application of ex-
isting methods, such as BayesC, Bayesian Ridge Regression and Bayesian LASSO. The gain
in prediction accuracy is highest for moderately and highly heritable traits under realistic
e�ect regulation scenarios. Finally, we demonstrate how this approach can be integrated into
the treatment decision process using data from a real-life behavioral weight loss trial.
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Abstract. Studies involving large observational datasets commonly face the challenge of
dealing with multiple missing values. The most popular approach to overcome this challenge
is multiple imputation using chained equations. However, it has been shown to be sub-
optimal in complex settings, speci�cally in settings with longitudinal outcomes, which cannot
be easily and adequately included in the imputation models. Bayesian methods avoid this
di�culty by speci�cation of a joint distribution and thus o�er an alternative. A popular
choice for that joint distribution is the multivariate normal distribution. In more complicated
settings, as in our two motivating examples that involve time-varying covariates, additional
issues require consideration: the endo- or exogeneity of the covariate and the functional
form of the association with the outcome. In such situations, the implied assumptions of
standard methods may be violated, resulting in bias. In this work, we extend and study a
more 
exible, Bayesian, alternative to the multivariate normal approach, to better handle
complex incomplete longitudinal data. We discuss and compare assumptions of the two
Bayesian approaches about the endo- or exogeneity of the covariates and the functional form
of the association with the outcome, and illustrate and evaluate consequences of violations
of those assumptions using simulation studies and two real data examples.
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Abstract. Air pollution is a major public health concern. Pollutants investigated are cor-
related in space or time, as they are determined by common sources. Policy makers are
often interested in pollutants' independent e�ects on health. In this context, multi-pollutant
models are very common in air pollution studies. However, e�ect estimates can be subject
to bias due to measurement error. Our goal is to estimate the size of this bias for PM2.5 and
NO2.

A systematic review and meta-analysis has provided plausible values for measurement
error and possible sources of heterogeneity. These will be used as simulation input variables.
Also, we created error-prone exposures of both Classical and Berkson type error based on
logical assumptions using proof-of-concept simulations. We illustrate the hypothetical e�ects
of measurement error on model estimates using di�erent correction formulas (Regression
Calibration and SIMEX) and simulations.

Preliminary results indicate heterogeneity in the di�erences between exposures based on
the study. Regarding the simulations results, we con�rm the �ndings from the literature.
Assuming some true e�ects for the pollutants, we get biased estimates for all pollutants
and e�ect transfer from poorly measured to better measured ones when using error-prone
variables. We will update our results with better informed input variables, in order to get
closer to the true independent e�ects of the pollutants.

Simulations can lead to the quanti�cation of the consequences of measurement error and
adjusting for it can result in better model estimates. It may be inferred that certain potential
interpretations are more unlikely than others.
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Abstract. Background The World Health Organization (WHO) recommends at least 6
months of exclusive breastfeeding (EBF). Longitudinal epidemiological studies facilitate es-
timation of the duration of EBF, but often su�er fromloss to follow-up and missing informa-
tion. Objectives While adjusting for missing data, (1)To estimate the proportion of Israeli
women who practice EBF. (2) To estimate the distribution of duration of EBF.(3) To iden-
tify factors that predict the duration of EBF. Methods: A longitudinal study was carried
out including all women who gave birth between September 2009 and February 2010 in
selected Israeli hospitals (N=2119). Participantsreported information related to EBF, socio-
demographic characteristics, and breastfeeding practices in the hospital and at two-monthly
intervals thereafter. Information onEBF status and duration was missing for 35% of women.
We imputed EBF practice using logistic regression Multiple Imputation (MI) method with
20 repeats (procedure MI with option FCS, SAS 9.4) and using Rubins rule estimated the
probability of practicing EBF. Predicted probabilities of practicing EBF for women with
missing information served as weights in the analyses of objectives 2-3.We imputed EBF
duration based on an Accelerated Failure Time (AFT) model built on observed duration
times, creating �ve complete data sets. We then estimated the distribution of duration in
those practicing EBF using a weighted Kaplan-Meier curve (SAS 9.4) in each completed
dataset and used Rubins rule to estimate the time of EBF survival curve and its standard
errors. Results: 1: The observed proportion of women practicing EBF (complete case anal-
ysis) was 69% (95%CI; 66%-71%).After imputation, the estimated proportion changed to
65% (95%CI; 62%-68%). 2: After imputation, estimated percentiles the time of EBF among
women practicing EBF were: 25%:3.0m; 50%: 4.0m; 75%:5.7m. 3: Predictors of EBF dura-
tion were: stated intention to BF - 50% increase (p=0.001); religious observance (secular vs.
ultra-orthodox) - 22% decrease (p < 0.001); giving formula milk in hospital - 11% decrease
in EBF duration (p < 0.001); using a paci�er in hospital - 10% decrease(p < 0.001); eth-
nicity (Arab v Jew) -9% decrease (p=0.06). Conclusions: By imputing missing practice and
duration of EBF we obtained estimated proportion and duration of EBF adjusted for the
potential bias caused by missing information. Using an AFT model for EBF duration also
allows direct interpretation of the impact of various factors on EBF duration.
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Abstract. In population size estimation Chao estimator is widely used for its simplicity
and the fact that it asymptotically guarantees a meaningful lower bound. Building on the
work of Böhning et al. (2013) and Farcomeni (2017) we present a generalized Chao (GC)
estimator based on a subject-occasion-speci�c design matrix. A conditional formulation is
used to accommodate behavioural e�ects. We then extend the GC estimator to (i) external
information, in the form of non-linear constraints on subpopulation sizes and (ii) measure-
ment error. For the �rst, we propose a reparameterization of the estimating equations. As
a result, the constrained MLE can be found with no additional computational e�orts. For
the second we generalize SIMEX procedure to multiple measurement methods. In simulation
we show that (even incorrect) external information can substantially decrease the MSE. We
illustrate with an application to a whale shark (Rhincodon typus) population, where mostly
jouvenile males are observed. We use external information on gender ratio of whale sharks
to correct for low catchability of females, and our multivariate SIMEX procedure to correct
for measurement error in assessment of shark length. The resulting population size estimates
are about 60% larger than the unconstrained-uncorrected counterparts. A sensitivity analysis
con�rms these �ndings.
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Abstract. A "Bayesian" approach to permutation inference
Permutation tests have many appealing properties - i.e. exact control of the Type I er-

ror rate, asymptotic optimality, consistency - while making few distributional assumptions.
Especially, for multivariate problems where distributional assumptions can quickly get un-
wieldy, permutation tests provide a 
exible and powerful framework for statistical inference.
Consequently, permutation tests are frequently applied in clinical research, biology, neuro-
science, and genomics among others.

An open problem in permutation inference is the choice of test statistic, which has a
strong implication on the operating characteristics of the test under the alternative hypoth-
esis. In this work we propose a permutation approach that allows for the inclusion of prior
information by choosing the test statistic on the basis of the Bayesian posterior probability
of the parameter under test. The use of prior knowledge enhances the power of the test in
a pre-speci�ed region of the (possibly multivariate) alternative hypothesis. The proposed
tests retain all (frequentist) properties of permutation tests mentioned above, even under
mispeci�cation of the prior model.

The proposed approach shows its e�cacy also in high dimensional settings (e.g. neuro-
imaging, OMICs). If prior knowledge about proportion of alternative hypotheses is available,
or the experiment is expected to produce mostly e�ects of the same direction, the proposed
tests greatly increase the power over conventional permutation tests.
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Abstract. We will discuss some statistical issues encountered in the process of development
and validation of Genetic Risk Scores (GRS), using simulations as well as the data of the
Estonian Biobank. Usually the GRS is de�ned as a linear combination of e�ect allele counts of
several Single Nucleotide Polymorphisms (SNPs), whereas the SNPs and their corresponding
weights are based on results of a large-scale meta-analysis of Genome-Wide Association Study
(GWAS). The long-term purpose of GRS development is to use them in risk prediction
algorithms for complex diseases, to improve the risk strati�cation in general practice.

First, we demonstrate that a GRS that is based on a large number of SNPs that are
weighted in an optimal manner, provides better predictive accuracy than either a GRS that
only combines the most signi�cant SNPs or a GRS that is calculated as unweighted sum of
the risk alleles or uses regression coe�cients as weights.

Second, we discuss the aspects of study design and sample selection when developing
GRS-s. As large GWAS meta-analyses are often based on all available genotyped cohorts, it is
possible that the validation cohort has been included in the discovery study. We demonstrate
that even if the cohort forms no more than 1-2% of the total meta-analysis sample, one could
get dramatically misleading conclusions while validating the GRS. Also, one ideally needs
two validation samples { one that is used to compare di�erent versions of the GRS and select
the optimal one, and another one for �nal validation of the GRS. We discuss options for the
optimal sample selection and compare alternative scenarios.

Third range of problems is associated with ethnic origin of the samples. We show that
cohorts of di�erent ethnicity could lead to markedly di�erent risk score distribution and
propose some ideas to account for ethnic diversity, when implementing the personalized risk
prediction in practice.
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Abstract. The c-statistic is a widely used measure to quantify the discrimination ability
of logistic and Cox regression models. For a binary outcome it is simply the proportion of
all pairs of observations with opposite outcomes which are correctly ranked by the model.
Clearly, calculating the c-statistic for the data on which the model was built will often give too
optimistic results, especially in the situation of small samples or rare events. Data sampling
techniques such as crossvalidation or bootstrap are frequently used to correct for this over-
optimism. Leave-one-out (LOO) crossvalidation has the advantage of being applicable even
with small samples where 10-fold crossvalidation might not be feasible. However, mostly
in the machine learning community, the accuracy of LOO crossvalidated c-indices is under
debate since it was shown that they can be severely biased towards 0. We discuss these
results and demonstrate by simulations that the bias in LOO crossvalidated c-indices depends
strongly on the estimation method. For instance, the negative bias in LOO crossvalidated c-
indices was much stronger for ridge regression than for maximum likelihood estimation. Our
simulations indicate that leave-pair-out crossvalidation, a method proposed as alternative
to LOO crossvalidation, might be a better choice. Finally, we compare these methods using
data from a study on arterial closure devices in minimally invasive cardiac surgery.
This work was supported by the Austrian Science Fund (FWF) within project I 2276.
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Abstract. The aim of this paper is to develop a new frailty survival model for examin-
ing the association between paired failure times under the presence of right-censoring. To
take into account the correlation between these measurements, the well-known Marshall-
Olkin Bivariate Exponential Distribution (MOBVE) is considered for the joint distribution
of frailties. The reason is twofold: on the one hand, it allows to model shocks that a�ect
individual-speci�c frailties; on the other hand, the parameter underlying the Poisson process
describing the common shock completely captures the dependence between the pair of life-
times (T1, T2). The proposed methodology is then applied to the investigation of association
in disease-free di�erent-sex couples from the Cache County Study on Memory Health and
Aging (CCSMHA) data with respect to death.
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Abstract. Correlated probit models (CPMs) are widely used for modeling of ordinal data or
joint analyses of ordinal and continuous data which are common outcomes in medical studies.
When we have clustered or longitudinal data CPMs with random e�ects are used to take into
account the dependence between clustered measurements. When the dimension of the random
e�ects is large, �nding of the maximum likelihood estimates (MLEs) of the model parameters
via standard numerical approximations is computationally cumbersome or in some cases
impossible. EM algorithms for one ordinal longitudinal variable [?] and for one ordinal and
one continuous longitudinal variable [?] are recently developed. The methods developed set
the foundations of the EMcorrProbit R package (https://github.com/ninard/EMcorrProbit)
which is going to o�er also MLEs of CPM for two longitudinal ordinal variables via recently
developed ECM algorithm. An application of the algorithm is presented to CPM for the
longitudinal ordinal outcomes self-rated health and categorized body mass index from the
Health and Retirement Study. We will report results from �tting the model and also some
simulation studies.
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Measuring Inequality from Incomplete Income and
Survival Data

Long Hong1,2, Guido Alfani1,2, Chiara Gigliarano2,3, and Marco Bonetti1,2
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Abstract. Quite often, observed income and survival data are incomplete due to left- or
right- censoring or truncation. Measuring inequality, for instance by the Gini index of con-
centration, from such incomplete data, can produce biased results. This paper moves in three
directions. First, we use a test statistic for the comparison of two (survival) distributions
based on the non-parametric restricted Gini index, using both asymptotic and permuta-
tion inference. Second, we develop non-parametric bounds for the unrestricted Gini index
from censored data. Finally, we apply maximum likelihood estimation for three commonly
used parametric models to estimate the unrestricted Gini Index, both from censored and
truncated data. We have developed Stata functions that implement these approaches.
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A Score Test for Over-Dispersion in Marginalized
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Abstract. Long et al. (2014) and Preisser et al. (2016) have recently proposed marginal-
ized zero-in
ated Poisson (MZIP) regression models and marginalized zero-in
ated negative
binomial (MZINB) regression models, respectively, for analysis of zero-in
ated count data
with population-based inferences. Motivated by Ridout et al. (2001), this study proposes a
score test for testing a MZIP regression model against a MZINB regression model to inves-
tigate whether the zero-in
ated count data can be better represented via MZIP regression
or MZINB regression due to possible over-dispersion in zero-in
ated count data sets. The
sampling distribution and empirical power of the proposed score test are investigated via a
Monte Carlo simulation study and the procedure is illustrated by a horticultural data set.
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A Quantile Regression Model for Failure Time Data
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Abstract. Since survival data occur over time, often important covariates we wish to con-
sider also change over time. Such covariates are referred as time-dependent covariates. Quan-
tile regression o�ers a 
exible survival data modeling by allowing the covariates to vary with
quantiles. In this talk, I will present a novel quantile regression model accommodating time-
dependent covariates, for analysing survival data subject to right censoring. The simple
estimation technique assumes the existence of instrumental variables. In addition, I will
present a doubly-robust estimator in the sense of Robins & Rotnitzky (1992). The utility of
the proposed methodology will be demonstrated using the Stanford heart transplant dataset
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Adapting censored regression methods to adjust for
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Abstract. In this work, we consider the problem of calibrating diagnostic rules based on
high-resolution mass-spectrometry (MS) data subject to the limit of detection (LOD). The
LOD is related to the limitation of instruments in measuring low-concentration proteins. As a
consequence, peak intensities below the LOD are often reported as missings. We propose the
use of censored data methodology to handle spectral measurements within the presence of
LOD, recognizing that those have been left-censored for low-abundance proteins. We replace
the set of incomplete spectral measurements with estimates of the expected intensity and
use those as input to a prediction model. To correct for lack of information and measurement
uncertainty, we combine this approach with borrowing of information through the addition
of an individual-speci�c random e�ect formulation. We present di�erent modalities of using
the above formulation for prediction purposes and show how it may also allow for variable
selection. We evaluate the proposed methods by comparing their predictive performance
with the one achieved using the complete information as well as alternative methods to deal
with the LOD.
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Abstract. The premise of personalized and precision medicine depends on the ability to
de�ne the broad, comprehensive and reliable signature of a disease.

Thus, our target is a comprehensive de�nition of Disease Signature that relates to all
relevant personal micro and macro environmental features, physical, mental, cultural and
environmental of the human body functioning in his surroundings. It might include parame-
ters such as: age, gender, clinical tests, biological markers, medical history, genetics, imaging,
lifestyle, physical and sociological environment, etc. New advanced technologies have greatly
enhanced our ability to capture, analyse and translate these parameters. Still, integration
knowledge and data from di�erent domains encounters many barriers, for example, dealing
with various sets of data originating from di�erent sources, missing values, privacy, secu-
rity and the special concern of dealing with the lack of consistency in the �nal diagnosis.
Involving and combining various hospital data creates additional barriers of concepts, lan-
guage, modes of treatments, missing values, etc. A Parkinsons disease hospital cohort is one
case study we have analysed, including diagnosed patients and their family members, and
containing genetic, cognitive and environmental measures. A pre- processing crucial stage
in the Parkinson case and an imputation scheme was developed for addressing missing val-
ues while segregating missing at random from missing not at random cases and relating to
the characteristics of the observations. Statistical analysis could commence only after these
important stages of data cleaning. As a second stage the large database is screened while
controlling the average false proportion rate over the selected families using the Benjamini
and Bogomolov (2013) proposal for multiple testing of families. This yielded new discoveries
regarding the association between genotypes and Parkinsons disease clinical data as well as
guarantees for replicable results, in spite of the fact that they were discovered after intensive
search. Going beyond the discovery of associations A 3C- Categorization, Classi�cation and
Clustering- strategy, was developed, as part of the Medical Informatics e�orts in the Human
Brain Flagship Project. It was applied to the above described Parkinsons disease cohort and
to the Alzheimers disease Neuroimaging Initiative (ADNI) cohort. The 3C approach is a
stepwise process, based on supervised and unsupervised algorithms, incorporating medical
expert knowledge in a structured way into the analysis process of the disease manifestations
and potential biomarkers. The preliminary 3C study applied to the ADNI cohort suggests,
new sub-classes, with clinical and biomarker characteristics di�erent from those assigned in
the ADNI database. We therefore believe it has the potential to move us, toward personalized
reliable prediction and treatment.
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inverse probability weighting and multiple
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Abstract. The \National Study of Morbidity and Risk factors" (EMENO) is a health ex-
amination survey, which took place in Greece between 2014 and 2015. Multistage strati-
�ed random sampling based on 2011 census was applied to select the sample. Appropriate
weighting which takes into account the complex design, with additional adjustment for non-
coverage by using sociodemographic characteristics based on census data was used to analyze
the data. These methods provide unbiased estimates provided data are fully observed. How-
ever, nonresponse, inevitably, exists and can lead to biased estimates, when responders di�er
from non-responders. In EMENO, all participants �lled in a questionnaire but some of them,
upon their consent, also provided blood samples. We found that those who provided blood
samples di�er substantially from those who did not. Thus, generalizing results derived from
the examination subsample to the whole population may lead to biased estimates. To ad-
just for nonresponse bias we considered two methods: a)the inverse probability weighting
method (IPW) in which each observation of the subsample was weighted by the inverse of
the probability of being included conditionally on covariates and b)multiple imputation by
chained equations method (MICE) which is a widely-used method for �lling missing val-
ues, iteratively, by using a sequence of univariate imputation methods with fully conditional
speci�cation (FCS) of prediction equations. MICE is a valid method providing the missig-
ness mechanism is \missing at random" (MAR). We applied these methods to estimate the
prevalence of elevated cholesterol levels in the Greek adult (≥18 years) population (total
cholesterol≥240mg/ml). The prevalence, adjusting only for study design and non-coverage,
was 15.54 (95% C.I: 14.45-16.70). Incorporating also the IPW method, the corresponding
estimation was 14.90% (95% C.I: 13.81-16.06), similar to the one obtained after applying the
MICE method: 14.91 (95% C.I: 13.89-15.93). Not taking into account nonresponse, led to
overastimated prevalence of adults with elevated cholesterol levels. This is mainly attributed
to the subasmple participants' older age and larger bmi, both associated with increased levels
of cholesterol. In conclusion, when nonresponse exists, methods accounting for it should be
applied to avoid biased estimates.
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Abstract. In this study, Multiple factor analysis (MFA) is introduced with basic properties
and geometrical viewpoint. In addition, an application is performed to help understanding
of the subject. MFA is used to analyze relationships among the variables or characteristic
in several tables. This analysis seeks the common structures among the variables and allows
us to analyze both categorical and quantitative variables together. MFA is used in many
areas such as sensory evaluation, medical research, economy, ecology, and chemistry. MFA is
carried out in two steps. During the �rst step, Principal component analysis is performed on
each set of data. Then the groups are normalized by dividing all the variables within a group
by the �rst eigenvalue for that group. All the variables are then combined into a single data
set and a global Principal component analysis is performed. In the analysis, the number of
variables in each group may di�er and the type of the variables (nominal or quantitative)
can vary from one group to the other. The analysis generates an integrated con�guration
to present the relationships among the variables in two dimensional spaces.As compared to
other alternative methods that can be used, this method is partially simple for interpretation
of the resultand often preferable in the analysis of multiple tables.
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The Use of Joint Modeling Approach in
Personalized Medicine
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Abstract. Personalized Medicine aims making decisions such as diagnosing, initiating treat-
ment. . .Clinicians would like to have a prognostic tool to make decisions about patients, by
examining the changes of measurements over time. Joint modeling approach is now being
used in personalized medicine area for these aims as a prognostic tool. The aim of this study
is to show the usage of joint modeling approach in this �eld. The main reason for utiliz-
ing this approach in the �eld of personalized medicine is dynamic predictions. As long as
new measurements are taken, patients� survival probabilities and longitudinal predictions
are updated; and it gives predictions dynamic characteristic. Especially in the longitudinal
part,given that u>t; it is possible to have predictions at time u by using measurements
taken up to time t.This property makes joint models much more useful while making de-
cisions. To show how joint modeling can be used to obtain these dynamic predictions, we
used the data, which was collected retrospectively from Hacettepe University Emergency
Department records. Data set includes repeated Troponin-I measurements. The follow-up
time is planned as 240 hours. In conclusion, it is possible to use joint modeling approach
in personalized medicine area as prognostic tool.By examining subject-speci�c longitudinal
pro�le; a clinician can make decisions more accurately.Therefore, it could be possible to make
an early intervention.
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A Modeling Approach for Predicting Disease Status
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Abstract. Data from clinical studies involving risk predictions provide a wealth of opportu-
nities for statistical research in particular to the development of prediction models and their
evaluations. I will introduce a speci�c clinical decision making problem in nuclear medicine,
present its statistical challenges and discuss some potential solutions. In our study, two con-
secutive curves over time are observed per subject and in some cases, the second curve for
some subjects are not observed. There is no gold standard for determining disease status,
instead, the ratings for disease status from multiple experts are available We consider a
latent class modeling approach for predicting disease status of a subject based on observed
functional data and its ratings from multiple experts. I will present our work including the
modeling procedure, prediction models consisting of several prediction schemes, and their
evaluation via simulation studies. I will demonstrate the practicality of our method and will
show that proposed modeling procedure reasonably captures the patterns of observed curves
and provide sensible clinical interpretations. I will conclude with a brief discussion of future
work.
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Abstract. Doubly truncated data arise when event times are observed only if they fall
within subject-speci�c, possibly random, intervals. While non-parametric methods for sur-
vivor function estimation using doubly truncated data have been intensively studied, only
a few methods for �tting regression models have been suggested, and only for a limited
number of covariates. In this paper, we present a method to �t the Cox regression model to
doubly truncated data with multiple discrete and continuous covariates, and describe how to
implement it using existing software. The approach is used to study the association between
candidate single nucleotide polymorphisms and age of onset of Parkinson's disease.
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Abstract. The fractional concentration of exhaled nitric oxide (FeNO) is a noninvasive
biomarker of airway in
ammation increasingly assessed in clinical, occupational and environ-
mental epidemiology studies. At low 
ow rates FeNO originates primarily from the bronchial
airway compartment and at higher 
ow rates from the alveolar compartment. Repeat FeNO
maneuvers at multiple �xed exhalation 
ow rates (extended NO analysis) can be used to
estimate parameters quantifying proximal and distal sources of NO in mathematical models
of lower respiratory tract NO. Despite the growing number of multiple 
ow FeNO studies,
there is no o�cial standard 
ow rate sampling protocol. In this work, we provide information
for study planning by deriving theoretically optimal 
ow rate sampling designs.

First, we reviewed previously published designs. Then, under a nonlinear regression
framework for estimating NO parameters in the steady-state two compartment model of
NO, we identi�ed unbiased optimal four 
ow rate designs using theoretical derivations of the
Fisher Information matrix and simulation studies. Optimality criteria included NO parame-
ter standard errors (SEs). A simulation study was used to estimate sample sizes required to
detect associations with NO parameters estimated from studies with di�erent designs.

We found that most designs (77%) were unbiased. NO parameter SEs were smaller for
designs with: more target 
ows, more replicate maneuvers per target 
ow, and a larger range
of target 
ows. High 
ows were most important for estimating alveolar NO concentration,
while low 
ows were most important for the proximal NO parameters.

In conclusion, there is a class of reasonable 
ow rate sampling designs with good theo-
retical performance. In practice, designs should be selected to balance the tradeo�s between
optimality and feasibility of the 
ow range and total number of maneuvers.
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Abstract. Chronic lymphocytic leukemia (CLL) is a malignancy of B lymphocytes and
the most common adult leukemia in the West with remarkable clinical heterogeneity. To
estimate the clinical outcome of CLL patients, the Rai and Binet clinical staging systems
were developed, yet both have a limited ability at diagnosis to predict the clinical course for
patients at an early clinical stage of the disease. Since most patients are diagnosed at early
stages, this limitation highlights the need for alternative risk strati�cation approaches. The
somatic hypermutation status of the IGHV genes [mutated (M-CLL), unmutated (U-CLL)],
re
ects fundamental di�erences in disease biology and clinical course. Thus, we followed a
compartmentalized approach, addressing prognostication separately for M-CLL and U-CLL.

In a multi-institutional cohort of 2366 patients [M-CLL (58%); U-CLL (42%)], consoli-
dated within ERIC, we assessed the clinical impact of various parameters regarding time-to-
�rst-treatment (TTFT), focusing on early stage patients. Our statistical approach initially
included the application of the Cox proportional hazards model. The stability of the results
was validated using bootstrapping. A binary recursive partitioning algorithm, based on the
development of conditional inference trees, further validated the results of Cox regression
analysis.

Based on the statistical �ndings, we developed two prognostic indices for assessing TTFT,
tailored speci�cally to M-CLL and U-CLL, respectively. In particular, within M-CLL and
U-CLL, early stage patients were further strati�ed in two and three subgroups, respectively,
with markedly di�erent outcomes. We argue that such a compartmentalized approach may
address the pronounced heterogeneity of CLL optimizing prognostication and, consequently,
supersede previous attempts.
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Abstract. The receiver operating characteristic (ROC) curve is commonly used to evaluate
a continuous biomarker. The ROC curve is a plot of the sensitivity versus 1-speci�city over
all possible threshold values, c, of the marker. Although the area under the ROC curve is
the most frequently used global index of diagnostic accuracy the maximum of the Youden
Index, de�ned as J = maxc{sens(c) + spec(c) − 1}, is also used. J is equivalent to the
Kolmogorov-Smirnov distance between the two populations. In practice, clinicians are often
interested in determining a cuto� point for classi�cation purposes. Frequently the \optimal"
cuto� (c∗) is chosen as the value of c for which J is maximized. In the applied literature,
con�dence intervals for J and c∗ are typically ignored. We provide new nonparametric kernel
density and spline -based and parametric delta method -based approaches for constructing
con�dence intervals for both J and c∗. We compare our methods to currently available
techniques through simulations and discuss some real examples.
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Abstract. For the statistical analysis of non-randomized studies propensity scores are in-
creasingly being used. One of the possible methods is strati�cation, also called subclassi-
�cation, based on propensity scores. We compare the standard of using �ve strata with
alternative numbers of strata, both in a simulation study as well as based on real data.
We use data from a study where patients with triple vessel disease undergoing coronary
artery bypass surgery with and without previous percutaneous coronary intervention were
compared (Thielmann et al. 2007). We present results given in our article Neuhäuser et al.
(2017) and also additional more recent �ndings. According to our results more than �ve
strata may be preferable, but more than ten strata hardly gives any further bene�t. We
conclude that establishing guidelines for choosing the number of strata is still an interesting
avenue for future research as already mentioned by Lunceford and Davidian (2004).
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Abstract. Incorporation of historical data in the design and analysis of a new clinical trial
is of particular interest in the area of (very) rare diseases, where available data is scarce
and heterogeneity is less well understood. Furthermore, prospectively planning such a task
is paramount for control of operational characteristics. Particularly for borrowing evidence
from a single historical study, the concept of power priors can be useful. Power priors employ
a parameter γ ∈ [0, 1] which in commonly encountered situations has a direct translation
as the fraction of the sample size of the historical study that is included in the analysis of
the new study. However, the possibility of borrowing data from a historical trial will usually
be associated with an in
ation of the type I error. We suggest a new, simple method of
estimating the power parameter in the power prior formulation, suitable for the case when
only one historical dataset is available. The method is based on predictive distributions
and parameterized in such a way that the type I error can be controlled by calibrating
the degree of similarity between the new and historical data. The method is developed for
normal responses in a one or two group setting but the generalization to other models is
straightforward.
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Abstract. Let Yi be spatially dependent non-normally distributed responses (e. g., disease
prevalence in di�erent regions) which we wish to model in terms of vectors xi of explanatory
variables, using a hierarchical generalized linear model (GLIM) in which the dependence
structure is expressed via a latent Gaussian �eld Z = {Zi}. At the exploratory stage, it is
common practice to �rst �t a GLIM assuming independence, and then examine the variogram
of the residuals Yi − Ŷi to determine a possible parametric model for the autocorrelation
function of Z. This is not appropriate, however, since (unless an identity link function is
used) Yi and Zi are on di�erent scales. We propose here an alternative, the latent scale
covariogram (LSC), whose graph re
ects the autocorrelation structure of the underlying
Gaussian �eld. We illustrate its use on a large data set involving rat sightings in Madrid,
and obtain results quite di�erent from those obtained using the variogram. Moreover, �tting
an exponential curve to the LSC, which is based on the residuals at the exploratory stage,
gives virtually the same parameter estimates as those obtained after �tting a hierarchical
GLIM.
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Abstract. In this study, unlike classical clustering algorithms fuzzy C-means clustering is
applied to microarray data. Due to the classical approaches made according to the nature of
the algorithms, exactly de�ned descriptions may cause some of the relationships to be over-
looked. For this reason, hidden relations have been tried to be revealed via fuzzy method.
This study was made to evaluate the e�ect of miRNAs on children with all by using miRNA
expression data on healthy and ill children (study cases) with sets containing di�erent num-
bers of elements of fuzzy c means algorithms. Structures of miRNAs in di�erent sets and
with di�erent number of elements obtained from the algorithm were evaluated. MiRNAs
of this structure were investigated for their common properties on mRNAs pathways. The
signi�cance was all set at p<0.05, and fold change cut-o� was used 2.0 for microarray. Only
108 of 1078 miRNAs were provided this condition. Di�erences in miRNA expression between
the cases and controls were assessed by independent Students t-test. Only 46 of 108 miRNAs
were signi�cantly upregulated or down regulated. Fuzzy C means clustering was performed
using R Project for Statistical Computing to 46 miRNAs. 2, 3, 4, 5 and 6 fuzzy clusters
were obtained via fuzzy C means algorithm. In each cluster, miRNAs load to databases like
KEGG, OMIM, miRWalk, TargetScan, miRANDA. Then characteristics common properties
and e�ects of miRNAs on mRNAs were investigated. New pathways in which miRNAs are
a�ected and their relationship with ALL have been investigated. We discuss, new pathways
associated with ALL may be described and those pathways may provide guidance to open
up new horizons in the �eld of miRNA studies.
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Abstract. Most of the functional magnetic resonance imaging (fMRI) data are based on
a particular task. The fMRI data are obtained while the subject performs a task. Yet, it is
obvious that the brain is active although the subject is not performing a task. Resting state
fMRI (R-fMRI) is a comparatively new and popular technique for assessing regional inter-
actions when a subject is not performing a task. This study focuses on classifying subjects
as healthy or patient with the diagnosis of schizophrenia by analyzing R-fMRI data. The
resting state situation in the dataset of UCLA Consortium for Neuropsychiatric Phonemics
LA5c Study is used to extract brain signals in the region of interest analysis. The default
mode network (DMN) ROIs were selected since the DMN is a perception depend on an
interconnected set of areas displaying higher activity during rest than task related activity
(Raichle and Snyder, 2007). Pre-processing of fMRI images was achieved with toolbox of
statistical parametric mapping version 8 (SPM8). ROI-based on brain signals were obtained
from Functional Connectivity (CONN). After brain signals are obtained, the disease status
is predicted by adjusting for the magnitude of brain signals, the time during resting state,
the demographic informations of subjects such as gender and age. Generalized estimating
equations(GEE) approaches are conducted to classify the subjects by using R-Studio(version
1.0.136).
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Abstract. The purpose of this study is to show similarities and dissimilarities in terms of
Quality of Life(QoL) for �bromyalgia, osteoarthritis and rheumatoid arthritis.Thus, the e�ect
of the QoL will be revealed in the separation of the three diseases.The data was obtained
from 281 volunteers who were diagnosed with �bromyalgia (FMS, n=59), osteoarthritis (OA,
n=169) and rheumatoid arthritis (RA, n=53). We used six di�erent QoL scales as follow:
SF-36, SF-12, SF-8, SF-6D, QuickDash, WHOQoL-Bref. Three new approaches were used
for data analysis.In the �rst approach, SCT(Supervised Classi�cation Tree) after K-means
clustering and after Cascade K-means clustering algorithm.In second, UCT(Unsupervised
Classi�cation Tree) was used and in the last,only SCT algorithm was used for separating
disease groups.The agreement of groups obtained by K-means clustering with real groups was
statistically signi�cant.According to these clusters, it was seen that QoL scores distinguish
OA and RA better.By using SCT algorithm after K-means clustering, Physical component
summary(PCS) SF-36,SF-6D, SF-12, Mental component Summary(MCS) SF-8, Quick-Dash
and WHOQoL-Domain 2 scores had signi�cant e�ects on the occurrence of these clusters. In
addition,after Cascade K-means clustering and SCT, PCS SF-36, PCS SF-8, MCS SF-8 and
WHOQoL-Domain 2 scores were found signi�cant e�ects on clusters. In the second approach,
10 homogeneous groups were obtained by UCT and the majority of the patients in the �rst
group of these clusters were RA, the majority in the 5th cluster was actually OA or RA.
In the last approach, 66.1% of the 59 patients who were diagnosed with FMS, 58% of the
169 patients with OA, and 90.6% of the patients with RA were correctly classi�ed by SCT.
Total accuracy is 65.8%.According to our results, it can be said that the SCT algorithm
distinguishes disease groups better than other algorithms.
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Abstract. Meta-analysis, a method for synthesizing individual study �ndings in a quanti-
tative manner, has gained a lot of attention over the years. When unexplained heterogeneity
between study �ndings is present, it is advised to perform random-e�ects meta-analysis,
assuming that the true e�ects measured in each study follow a normal distribution. Several
methods have been proposed to deal with the between-study heterogeneity and the most
common is the DerSimonian and Laird (DL) approach. The DL estimator has been chal-
lenged over the years due to known limitations i.e., the within-study variance being treated
as �xed and known, the fact that small number of studies can lead to biased estimation, the
assumption of equal variances in the control and treated group. When the outcome is contin-
uous and individual patient data (IPD) are available, linear mixed modelling methods can
be employed to address these limitations. However, IPD are seldom available. In this work,
we develop an algorithm to generate pseudo individual patient data by using the aggregate
mean and standard deviation within each study, i.e., the su�cient statistics. Three di�er-
ent modelling options are explored; assuming �xed study and treatment e�ects, �xed study
but unexplained heterogeneity in treatment di�erences, i.e., treatment di�erences vary across
studies and assuming both study and treatment e�ects to be random. Within each model, we
investigate various variance-covariance modelling options for the within-study variance, arm-
speci�c variances, trial-speci�c variances and simpler models assuming equal within-study
variance between treatment arms. The methods are illustrated using SAS PROC MIXED.
We explore the methods for the meta-analysis of continuous patient outcome data on two
example datasets in Alzheimer's disease.
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Abstract. Our work is motivated from a study conducted at the department of Cardio-
Thoracic Surgery of the Erasmus University Medical Center in the Netherlands. This study
concerns patients who received an allograft for Right Ventricular Out
ow Tract (RVOT)
reconstruction after previous Tetralogy of Fallot (ToF) correction and were thereafter moni-
tored echocardiographically. Cardio-thoracic surgeons are interested in studying the change
in the longitudinal pro�le of the echocardiography measurements after RVOT reconstruc-
tion, and utilizing this change in obtaining more accurate risk probabilities of survival for
these patients.

To achieve this goal we propose here a 
exible joint modeling framework for the longi-
tudinal echocardiography measurements and the hazard of death that includes RVOT as a
time-varying binary covariate in both the longitudinal and survival submodels. We consider a
set of joint models that postulate di�erent e�ects of RVOT in the longitudinal pro�le and the
risk of death, and di�erent formulations of the association structure. Based on these models
we derive dynamic predictions of conditional survival probabilities, adaptive to time-varying
RVOT reintervention strategies. The predictive accuracy of these predictions is evaluated
with a repeated cross-validation procedure using a time-dependent ROC analysis. The re-
sults suggest that it is important to account for the change in the longitudinal pro�les of
RVOT.
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Abstract. The analytical approach to single photon emission computed tomography (SPECT)
requires the inversion of a certain generalization of the two-dimensional Radon transform,
which is called attenuated Radon transform. Both Radon and attenuated Radon transforms
are line integrals. Here we present a modi�cation of the explicit formula for this inversion
which was derived in 2006 by one of the authors, following the pioneering work of Novikov.
We also present a numerical implementation of this Inverse Attenuated Radon Transform
(IART), which we call the attenuated Spline Reconstruction Technique (aSRT). For this nu-
merical implementation we utilize both the attenuated sinogram obtained from SPECT and
the reconstructed attenuation coe�cient obtained from a CT (computerized tomography)
scan. These data can be provided by a SPECT/CT scanner. Our analytic formula of the
IART involves the calculation of the Hilbert transform of the linear attenuation correction
coe�cient and the Hilbert transform of two sinusoidal functions of the attenuated sino-
gram. For the aSRT we have employed custom-made cubic splines, i.e. interpolation through
piecewise-continuous third degree polynomials. The purpose of this work is to present the
mathematical formulation of aSRT and to evaluate it via the reconstruction of various sim-
ulated phantoms, including an image-quality (IQ) phantom under Poisson noise.

Keywords

SINGLE PHOTON EMISSION COMPUTED TOMOGRAPHY (SPECT), ATTEN-
UATED RADON TRANSFORM, MEDICAL IMAGING

References

FOKAS, A.S., ISERLES, A. and MARINAKIS, V. (2006): Reconstruction algorithm for
single photon emission computed tomography and its numerical implementation. J R
Soc Interface, 3(6), 45{54.

105



A new measure for prognostic index evaluation

Paola M.V. Rancoita1

University Centre of Statistics in the Biomedical Sciences (CUSSB), Vita-Salute San
Ra�aele University, Milano, Italy rancoita.paolamaria@unisr.it

Abstract. A challenge goal in many clinical studies is the de�nition of a prognostic index,
i.e. of a classi�cation scheme that divides the patients in groups with di�erent event-free
survival curve, on the basis of a subset of clinical variables. In the practice, this subdivision
may be used by clinicians to decide for the most suitable treatment for each patient depending
on the di�erent grade of prognosis.

In the literature, once a new prognostic index is de�ned, the common assessment of its
performance is usually done through a score (e.g. the c-index or the Brier score) that actually
evaluates only one or two characteristics of an ideal prognostic index. In order to have a more
comprehensive view, we de�ned a new measure of separation which consists of a weighted
di�erence of the mean survival times of the resulting prognostic groups. The de�nition of the
score allows it to account for three important features of the groups: 1) the ordering, 2) the
reliability in terms of size, 3) the \spread" of the corresponding survival curves. Since this
separation index (called ESEP) does not account for the goodness of survival prediction, it
is intended to be used in practical applications together with an error measure of survival
prediction (such as the Brier score) for a complete evaluation. In the present study, we show
the theoretical properties of ESEP and its advantages with respect to other measures de�ned
in the literature, using both simulated and real data.
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Abstract. The evaluation of the risk/bene�t ratio of oral anticoagulant therapy (OAT)
in patients with atrial �brillation and end-stage renal disease is complicated by the time
dependent nature of this treatment and by the presence of time dependent confounders
(such as bleeding events and the international normalized ratio), that can in
uence/cause
the interruption of the treatment. We explored the ability of the sequential Cox and marginal
structural models to deal with the complexity of this setting with the aim of obtaining an
unbiased estimate of the e�ect of OAT. By using data from a prospective study, where
detailed information on treatment intake and time varying covariates were collected beyond
baseline data, we tackled these issues by a causal approach applying the marginal structural
and the sequential Cox models. The main purpose of the present study is to compare the
performance of these models in the evaluation of the relationship between OAT and mortality,
accounting for time dependent confounders. The sequential Cox model has the limit than does
not deal with intermittent treatments. In our application the main analysis only considered
the �rst switch of therapy (stopping OAT). The two models gave similar results showing an
advantage of OAT on mortality.
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Abstract. Identifying the number of classes in Bayesian �nite mixture models is a chal-
lenging problem. Several criteria have been proposed, such as adaptations of the deviance
information criterion, marginal likelihoods, Bayes factors, and reversible jump MCMC tech-
niques. It was recently shown that in over�tted mixture models, the over�tted latent classes
will asymptotically become empty under speci�c conditions for the prior of the class sizes.
This result may be used to construct a criterion for �nding the true number of latent classes,
based on the removal of latent classes that have negligible mixing proportions. Unlike some
alternative criteria, this approach is easily implemented in complex statistical models such
as latent class mixed-e�ects models using standard Bayesian software.

We performed an extensive simulation study to develop practical guidelines to determine
the appropriate number of latent classes based on the posterior distribution of the mixing
proportions, and to compare this criterion with alternative criteria. We considered various
scenarios with di�erent degrees of separation between latent classes as well as scenarios with
longitudinal data, to assess how this criterion performs in a realistic setting. The performance
of the criterion is illustrated using a data set of repeatedly measured hemoglobin values of
blood donors.

The simulation results show that the criterion based on the posterior distribution of the
mixing proportions is more likely to �nd the true number of latent classes than alternative
criteria, provided that the priors for the class-speci�c parameters as well as the hyperpa-
rameter of the Dirichlet distribution of the mixing proportions are chosen carefully. This
criterion compares favorably to alternative model selection criteria for the number of latent
classes in terms of both performance and ease of implementation.
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Abstract. The assumption in biosurveilance is that events are uniformly distributed in the
plane. In this work, we propose a new biosurveillance method, which is based on convex
hulls. More speci�cally, the proposed test utilizes the area of a convex hull removing the
furthest point, with criterion the largest reduction of the area by removing a point from the
boundary of the convex hull. The rational of the test is that the area should be reduced
uniformly at a rate of 1/n when we remove the most 'remote' point. The test statistic is
corrected in order the original size (with all the points) to have size 1. A simulation study
was conducted in order to determine the critical values of the test statistic. The numerical
illustration showed an excellent performance of the new test.
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Abstract. Developing technology renders the analysis of biological data highly e�ective by
statistical and computational techniques. Inference of biological systems from the data is one
of the promising outcomes of this situation since it is now crucial especially in personalized
medicine. The mathematical description of biological networks can be performed mainly by
stochastic and deterministic models. The former gives more information about the system,
whereas, it needs very detailed measurements. On the other hand, the latter is relatively less
informative, but, the collection of their data is easier than the stochastic ones, rendering it a
more preferable modeling approach. In this study, we implement the deterministic modeling
of biological systems due to the underlying advantage. Among many alternatives, we use
the Gaussian graphical model (GGM) and evaluate its performance with respect to the
random forest algorithm (RFA), which we suggest as an alternative approach to GGM. We
estimate the model parameters, i.e., the structure of the networks, and assess their �ndings
based on their accuracies. Finally, we extend the study by using copulas in the description
of the data in order to re
ect the non-normality, and apply the same modeling approaches
to assess their e�ects. Under both normality and non-normality of the data, our suggested
non-parametric approach, RFA, provides very promising outputs as well as GGM. These
�ndings may enable us to unravel the true structure of the biological systems to detect the
direct or indirect relationships among genes/proteins and diseases, which can be considered
as a key point for the improvements in personalized and preventive medicine.
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Abstract. The main aim in a case control study is to de�ne risk factors and obtaining a
prediction model. The logistic regression (LR) and decision tree (DT) methods are suitable
two methods for this purpose(s). LR method is probably preferred because it is better known
and in use for many years and/or due to easy interpretation of the coe�cient (increased
risk). In recent years, the popularity of DT applications for classi�cation in health research
increased. The DT method is a useful tool because, it is highly reliable and easy to understand
how the decisions are taken and convenience is taken to interpret the results. Booth got
advantages but none is always superior. In a literature review we observed that in the last
10 years 14000 case control studies used LR and only 54 used DT for analysis whereas 40
of these 54 were in the last 5 years. To compare the performance of LR and DT, a data set
with three categorical and three continuous variables will be simulated and 70% of simulated
data will be used for training and the remaining 30% for veri�cation. This procedure will be
repeated 1000 times. To be able to compare the performance of LR and DT under di�erent
conditions, simulations will be done using: N=100, 250, 500 and 1000, case control ratio
0.3 and 0.5, inter-action between variables: Yes and No, the variance of the error term in
model: high, medium and low resulting a sensitivity of (0.6,0.75 and 0.9). Two models will
be applied for LR; Model1 where no interaction terms are de�ned in the model and Model2
where interaction terms are de�ned in the model and backward model selection will be
applied to booth models. R 3.3 will be used for simulation and analysis. To compare the
performance (sensitivity, speci�city, AUC and Percentage of Correct Classi�cation (PCC))
of logistic regression and decision tree analysis results and to �nd a good prediction model
for the real data set. Preliminary simulation results showed that the di�erence in sensitivity
for DT-LR is higher for data sets with case control ratio 0.3 compared to 0.5 and that
the di�erence in speci�city for DT-LR is higher for data sets with case control ratio 0.5



compared to 0.3. The mean Percentage of Correct Classi�cation is slightly higher for LR but
this di�erence is less than 10% for data sets without interaction and less 5% for data sets
with interaction.

Keywords

LOGISTIC REGRESSION, DECISION TREE, SIMULATION, INTERACTION,
AUC

References

AGRESTI, A. (2002). Categorical Data Analysis. New York: Wiley-Interscience.
BREIMAN, L., FRIEDMAN, J.H., OLSHEN, R.A., STONE, C.J. (1984). Classi�cation and

regression trees. . Monterey, CA: Wadsworth and Brooks/Cole Advanced Books and
Software.

HASTIE, T., TIBSHIRANI, R., FRIEDMAN, J.H. (2001). The elements of statistical learn-
ing: Data mining, inference, and prediction. New York: Springer Verlag.

HOSMER, D. (2013). Applied logistic regression. Hoboken, . New Jersey: Wiley.

112



Development of high dimensional microbiome
biomarkers

Ziv Shkedy, Nolen Joy Perualila and Rudradev Sengupta

Center for Statistics, Universiteit Hasselt, Martelarenlaan 42, B-3500 Hasselt, Belgium
ziv.shkedy@uhasselt.be

Abstract. In this study, high dimensional microbiome biomarkers were developed for a
clinical outcome of interest., We discuss two settings in which longitudinal microbiome data
are measured over time and a response variable of interest is available for each of the subjects.
We consider two response types: continuous and time to event. Our goal is to link between
the microbiome measurements and the response of interest. taking into account that the
treatment may in
uence both microbiome and the response variable. We review di�erent
joint modeling approaches in which two aspects of the association between the response of
interest and microbiome are modeled: (1) an association which is driven by the treatment
e�ect and (2) an association re
ecting the correlation between the microbiome variables and
the response. We discuss both parametric and non-parametric approaches
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Abstract. Designing cluster trials depends on the knowledge of the intracluster correlation
coe�cient. To overcome the issue of parameter dependence, Bayesian designs are proposed
for two level models with and without covariates. These designs minimize the variance of
the treatment contrast under certain cost constraints. A pseudo Bayesian design approach
is advocated that integrates and averages the objective function over a prior distribution
of the intracluster correlation coe�cient. Theoretical results on the Bayesian criterion are
noted when the intracluster correlation follows a uniform distribution. Two data sets based
on educational surveys conducted in schools are used to illustrate the proposed methodology.
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Abstract. The problem of variable selection in regression is old but still very relevant,
and some recent progress has been made in this area. Notably, selective inference has been
used to design new variable selection methods. Both old and new variable selection methods,
however, tend to come up with very di�erent models, especially in the presence of collinearity.
This suggests that the uncertainty in the results of variable selection should be taken into
account.

In this talk we aim at quantifying the uncertainty in the variable selection process for
linear models. Using the closed testing procedure, we construct a con�dence set of models
that covers (the best approximation of) the true model with (1 − α) con�dence, allowing
for �rst-order model misspeci�cation. We argue 1.) that such a con�dence set represents the
uncertainty in the variable selection process, and should always be taken into account when
interpreting the results of a variable selection method; and 2.) that every admissible variable
selection method should select a model from such a con�dence set.

The con�dence set is characterized by its minimal elements, the minimal adequate models
(MAMs). Usually the con�dence set is spanned by a small number of MAMs, so that it is
relatively easy to work with. We show that the proposed simultaneous inference approach is
considerably less conservative than Sche�é protection. We focus on the de�nition of the null
hypothesis of model adequateness and provide relationships with both old (Mallows 1973,
Spj�tvoll 1977, etc.) and new (Berk et al. 2013, G'Sell et al. 2016, etc.) literature. Finally,
we illustrate with classical examples how to construct the con�dence set by using the cherry

R package.
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Abstract. The objective of our study is to investigate theory and methods that guide how
to estimate the intervention e�ect in the analysis of intervention studies to reduce exposure to
potential health hazards, that comprise a main study in which the outcome of the intervention
is assessed only by self-report and a calibration sub-study in which the outcome is measured
also by a biomarker. Keogh et al presented a novel measurement error model for such studies.
Whereas Keogh et al. found MLE's for the parameters via numerical maximization, we show
how to derive closed expressions for the MLE's. Our approach leads to simple formulas for the
MLE's of both means and variance parameters. We investigated three ways of estimating the
intervention e�ect, each of which we expected to be approximately unbiased: the biomarker
data only method, Buonaccorsi's method and MLE method, which is a closed expression of
the Keogh et al. MLE. We present results on the estimation accuracy of these methods.
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Abstract. When modeling CD4 cell counts during the HIV natural history, measurements
taken after treatment initiation (cART) are by de�nition excluded, leading to a missing
data problem. Likelihood-based methods ignoring the missingness mechanism are unbiased
under random missingness (MAR). However, this only holds provided that the whole model
is correctly speci�ed, implying that both the mean evolution and the covariance structure
in a linear mixed model (LMM) are modelled correctly. Pre-cART CD4 cell counts are
usually analyzed using an LMM with a random intercept and a random slope assuming
MAR dropout. When such a model does not provide an adequate �t, it is advisable to
either add a stochastic process such as Brownian motion (BM) [1] or to use splines in the
design matrix of the random e�ects [2]. In this work we analytically show that using a
simple covariance structure when the true one is more complex leads to biased population
parameters under MAR dropout, with the bias being clearly linked to the extend of dropout.
It is also shown that the approach of adding a BM process performs better in terms of
asymptotic bias compared to the approach of adding splines for the random e�ects. A simple
random intercept and slope model �tted to CD4 data from the CASCADE study yielded a
quite steeper CD4 decline than the LMMs with a more elaborate covariance structure, and
it had the worst �t evaluated by the BIC criterion. Thus, our theoretical �ndings are further
supported by the real data application's results.
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Abstract. The multi-type Bellman-Harris branching process represents a model in which
every cell has a random life-length and at the end of its existence it produces a random
number of o�spring, which can be either of the same type or mutated to another type. It is
of interest to study the distribution of mutation times that lead to exponential growth in the
mutant population as it could be used to model cancer growth development. The distribution
depends on the model parameters and often it is impossible to derive a theoretical solution
without making very strong restriction on the model. This paper represents an alternative
approach to solve the required integral equations numerically, without imposing unrealistic
model restrictions. At the same time this allows us to study the sensitivity of the model to its
individual parameters and develop intuition of how it reacts to di�erent parameter changes.
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Abstract. Identi�cation of genes with di�erentially expressed pro�les in follow-up RNAseq
experiments is crucial for understanding the transcriptional regulatory network. Experiments
may involve samples repeatedly sequenced at a couple or even more occasions, and the
number of samples can vary from a handful of patients assigned to two or more experimental
conditions to hundreds of patients. Depending on the experimental design at hand, several
complications may arise in the statistical analysis. Proper normalization, careful statistical
modelling which addresses the research questions of interest and captures key features of
longitudinal RNAseq data is crucial. Currently available statistical software for RNAseq
experiments cannot be successfully used for the di�erential gene expression analysis in all
cases. They may be limited to the analysis of single or at most paired measurements and
testing can preserve good statistical properties only in small sample designs. For longer
follow-up designs, time-dependent over-dispersion and within samples serial correlation may
complicate the statistical analysis. Common mixed-e�ects models can be computationally
intensive and fail to converge. In this talk we will discuss statistical challenges in studying the
progression of RNAseq data from normalization to di�erential gene expression, provide an
overview of state-of-the-art methods and present a recently developed approach which pairs
methods for mixed-e�ects models with empirical Bayes methodology to stabilize estimation
of di�erential gene expression over time.
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Abstract. The area under the ROC curve can be estimated by using parametric and non-
parametric methods. The choice of estimation method depends on the distribution of mea-
surements in subjects with/without event. In parametric methods, the main assumption
is that the distribution of measurement in both groups should be Gaussian or it can be
transformed to Gaussian by transformation methods. In nonparametric methods, the area
under the ROC curve can be estimated using geometry, i.e. using trapezoids, or using prob-
ability density function derived by kernel smoothing. In this study, we will compare some
of these methods (binormal model, binormal model with transformation, trapezoidal rule,
kernel smoothing) using simulated skewed data with a variety of experimental conditions;
changing the AUC values, the homogeneity of variances and sample size. The advantages
and/or disadvantages of these methods will be discussed.
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Abstract. Composite likelihood estimation has been proposed in the literature for handling
intractable likelihoods. In the context of multivariate latent variable models estimation, Vas-
dekis et. al. (2014) proposed a weighted estimator (WAVE) that is found to be more e�cient
than the unweighted pairwise estimator produced by separate maximizations of pairwise like-
lihoods. Florios et. al. (2015), proposed a modi�cation to that weighted estimator (DWAVE)
that lead to simpler computations and studied its performance through simulations and a
real application. In this paper, we propose an even simpler weighted estimator (CWAVE),
based on the concept of the Composite Likelihood Information Criterion (CLIC) which seems
to combine the strengths of the unweighted estimator for the random e�ects parameters and
the DWAVE/WAVE estimators for the �xed e�ects parameters. The new estimator CWAVE
performs very well in both �xed and random e�ects parameters identi�cation, with high
coverage, especially when the number of time points at which measurements are obtained is
large, regardless of the size of the cluster size.
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Abstract. It has been long recognized that ignoring unobserved confounders common to
the mediator and the outcome can result in incorrect conclusions. Bias formulas are cru-
cial in assessing the impact of the potential confounding. In this paper, I propose simple
bias formulas in a model of continuous mediator and continuous outcome that contains
mediator-treatment interaction. Compared to previous studies, these formulas involve only
basic model model parameters, do not require normality assumption on the residual error,
and do not assumed knowing the e�ect size of the confounder. They provide new insight into
how unobserved confounding manifests its e�ect.
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Abstract. The aim of this dissertation was to use the optimal design theory to determine
how dose-ranging studies can be designed. The optimal designs were found based on two
di�erent optimality criteria, the D-optimality and the c-optimality. Since the dose-response
curve is usually nonlinear, we found optimal designs for both a sigmoid Emax model and an
exponential model. The optimal designs were assessed in terms of e�ciency using relative
e�ciencies of di�erent arbitrary designs versus the optimal in each case. It was found that
the more we deviate from the optimal design, the more e�ciency is lost. Following that,
simulated data were used in order to evaluate how challenging it is to �t a nonlinear model
and derive the true parameters. In addition, data were simulated from a model di�erent than
the assumed one for the purpose of evaluating how easily we can estimate the true parameters
when the best guesses that we have are far from the truth. Lastly, a two-stage design was
implemented and two cases were explored: a) when the simulated data for the �rst stage had
come from a sigmoid Emax model with our best guesses being the true parameters and b),
when the simulated data for the �rst stage had come from a di�erent sigmoid Emax model.
The optimal design for each stage was reported, in the two cases along with the average
optimality criterion.
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Abstract. For making a causal inference in the presence of unmeasured confounders, in-
strumental variable (IV) analysis plays a crucial role. Valid instruments that satisfy several
assumptions about relationships between instruments, a treatment assignment and an out-
come are necessary for the causal IV analysis. Most of the existing estimation methods utilize
a method of moments approach within a structural models framework. While these models
do not make any distributional assumptions, they are based on limiting assumptions, such
as constant treatment e�ect or monotonicity, for identi�cation of causal e�ects.

In this paper, we explore likelihood-based estimators in the IV analysis and the neces-
sary assumptions to make a valid causal inference based on such estimators. We focus on a
Bayesian approach to make a posterior inference on the estimates of causal e�ects of interest,
with particular emphasis when there is treatment e�ect heterogeneity. In essence, we extend
the approach outlined in Heckman et. al. (2014) by accounting for an unobserved hetero-
geneity via a 
exible latent structure that leverages on Dirichlet process mixture priors. Our
approach has several practical advantages. It provides a 
exible framework to model com-
plex latent structures and to account for correlation structures that standard approach does
not. We utilize simulations to characterize operating characteristics of various estimators.
A novel application to determine the causal e�ect of radial artery access on bleeding and
vascular outcomes compared to femoral artery access for patients undergoing cardiovascular
procedures demonstrates the utility of the Bayesian likelihood based IV analysis. Funded by
R01-GM111339.
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Abstract. Scienti�c studies constitute an important part of academic activities. Various
indexes are suggested in the literature compare di�erent scholars. In this study, it was aimed
to propose a new index called Hos index for better evaluation of academic performance. The
proposed Hos index takes into account all publications of the scientist who have gone through
the literature. Publications are calculated by giving a weighting according to increasing cita-
tion numbers. Number of citations received divided into intervals and number of publications
per range is multiplied by a separate weighting coe�cient. The allocation of citation numbers
in the Web of Science database has been taken into account in determining the intervals. The
sample was created by examined the h-index values of scientists from 5 di�erent countries
selected from 5 di�erent continents or di�erent regions of the world. A total of 210 scientists'
31375 publications are considered. In addition, the e�ect of the publication age on the Hos
index is also eliminated. It has been determined that the distribution of citations of the each
scientist's publications are similar to each other in our sample and it shows a right skewed
distribution. Because of the similarity of the distribution, the various percentile values of
the citations to 31375 were calculated and number of publications within the speci�ed cita-
tion intervals. The e�ect of citation and publications is calculated by multiplied the number
of publications entering the citation intervals with upper limit of the percentile value with
gathering.This value is divided by the di�erence between the �rst and last publication year
of the scientist and the adjusted performance value (Hos index) is calculated according to
the publication age. Suggested Hos index is a more sensitive approach to assessing academic
performance. This index takes into account all studies of researcher whether refering or not.
In addition, as the number of citations increases, the performance value is higher.
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Abstract. The quality of life(QoL) is a multi-dimensional feature and the criteria used
are a�ected by the disease and its severity. The most important QoL scale for evaluated
the health of the patient better and to reveal the bene�ts and harms of the healthcare is
SF-36. In this study our aim is to determine which scale measures the best quality of life
for FMS(Fibromyalgia syndrome) patients and to discover another scale/scales (SF-12,SF-8,
SF-6D) of SF-36. Thus the reliability and validity of the scales were calculated. The data
in this study was obtained from face-to-face interviews with volunteers who were diagnosed
with Fibromyalgia, Osteoarthritis, and Rheumatoid Arthritis who were referred to Duzce
University Physical Therapy and Rehabilitation policlinic. The internal consistency of the
scales and harmony between scores were examined by the Cronbach Alpha coe�cient and
ICC(Intra Class Correlation) and the validity was investigated by Spearman Rank correlation
coe�cient. WHOQOL-Bref and Quick-Dash scales were used to examining the validity of
SF-12, SF-8 and SF-6D with SF-36. As a result of the study,in all of the sub-dimensions, the
harmony of the scale scores was higher in the SF-12 and SF-6D than SF-8. When we evaluate
both internal consistency and compliance coe�cients, we have seen that SF-12, SF-8 and
SF-6D are reliable scales in measuring the quality of life in FMS. We found the strongest
association with the physical function sub-dimension of the SF-36 with the SF-6 scale. If we
rank scales in terms of the physical and mental function, we can say that the best scales
are SF-6 and SF-12. So we can say that, SF-12 can also be used to assess the quality of life
for the patients in this study which contains all the sub-dimensions of SF-36. Sf-8 is not as
e�ective as SF-12 and SF-6D in all dimensions and because of the removal of the mental
health sub dimension its e�cacy is reduced in FMS.
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Abstract. Data visualization, statistical analysis and accurate result reporting are impor-
tant features of medical research. Various types of statistical software aid the process of data
analysis. Among them, R has gained popularity due to its versatility. Despite its smooth
learning curve, the statistical analysis performed by R takes time and might alienate the
command-naive user from using it. The aim of this study was to construct an R script that
takes medical databases as input and produces a report of the univariate statistical analysis
along with quality plots in a semi-automated manner.

R version 3.3.1 was used for development of the script. Data visualization and analysis
was performed by the use of few additional packages. The Markdown integration for R
was facilitated for the �nal report. E�ort was made to minimize user input for the sake of
automation; the user was engaged only in the decision-making steps of the primary statistical
analysis.

The script takes as input the three most common formats of databases (.csv, .xlsx, .txt)
in wide format, prompts the user for information regarding those variable characteristics
that are indispensable for the analysis, assesses normality of the continuous variables in an
interactive way and performs the actual analysis employing the most suitable test. The �nal
report is produced entailing a table of sample characteristics, the results of statistical tests
run on outcome variables and the appropriate plots.
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Abstract. MTHFR C677T (rs1801133) is a common variant a�ecting a key enzyme in one
carbon metabolism. As such it has been implicated in the pathogenesis of numerous di�erent
health outcomes, over the years. Our aim is to examine the strength of each unique associa-
tion between polymorphism MTHFR C677T and di�erent health outcomes and provide an
overview of potential biases. We searched Pubmed and Scopus from January 1st 1990 to De-
cember 22nd 2016 to identify systematic reviews and meta-analyses of observational studies.
For each meta-analysis odds ratios (OR), 95% con�dence intervals (CI) and 95% prediction
intervals were calculated using random and �xed e�ects models. Between-study heterogene-
ity was assessed with I2. Overall, we examined 81 unique meta-analyses that synthesized
data from 1444 studies on di�erent outcomes. Almost half of the outcomes (37 out of 81 meta
analyses with random e�ects model) showed that the T allele of rs1801133 was associated
with increased risk of developing a disease (p<0.05). A suggestive evidence of class II (more
than 1000 cases, p <0.001 by random-e�ects model, heterogeneity <50%, primary stud-
ies in Hardy Weinberg Equilibrium) was only found for gastric non-cardia cancer, ischemic
stroke, epilepsy and Down Syndrome. There is substantial evidence linking MTHFR to sev-
eral health outcomes, but a considerable number of them may re
ect, residual confounding,
information bias, gene-gene and gene-environment interactions.
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Abstract. Big data is that businesses, states, hospitals and organizations integrate di�er-
ent digital data sets and use information that has remained hidden and surprise correlations
through methods of statistics and data mining. With lower data storage costs and the emer-
gence of NoSQL databases, Hadoop and similar database designs allowing the distribution
of workload to multiple virtual servers when dealing with high-volume data, the 
ow of big
data has been spreading even faster. Since newly developed technologies allow for analyzing
di�erent types of data for lower costs and in a faster way and emergence of new �ndings, big
data has been accepted by all the world in a short notice and started to be used. Recently,
especially the analysis of information such as videos, physician notes which cannot be stored
and analyzed with classical methods through big data has facilitated obtaining several pieces
of new and useful information. In this study data will be generated with the help of R which
is proper to data mining applications on big data. With the help of Mahout and Scala(big
data technologies), data mining methods of Random Forest and Multilayer Perceptron will
be used. These data mining methods' will be compared via True Classi�cation Rates and
F-measure.
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Abstract. Chronic lymphocytic leukemia (CLL) is the most common adult leukemia in the
western world. Most CLL patients will need treatment during the course of the disease and
although initially responding to treatment, most patients will eventually relapse. The exact
molecular mechanisms underlying disease relapse, are not yet fully understood. Moreover,
the time to disease progression shows great variation among patients, consequently, there
is a need for novel biomarkers predictive of the response to therapy. Previous studies have
highlighted the important role of DNA methylation in CLL pathophysiology. In the present
study we searched for DNA methylation signatures with potential predictive power regarding
response to treatment. To this end, we evaluated DNA methylation array data from 38 CLL
patients (pre-treatment/post-relapse).

We considered two biologically meaningful scenarios, where the patients were divided
into two groups. The �rst grouping was based on the results of intra-individual di�erential
methylation analysis (changes between pre-treatment and post-relapse). The second grouping
classi�ed patients as ultra-high risk or low risk cases according to the time to relapse. The
Random Forest (RF) algorithm was selected to identify the most important methylation CpG
sites towards optimizing the classi�cation of CLL patients separately in the above scenarios.
In particular, we applied a variable selection method, based on the RF algorithm, the reason
being the need to focus on a small number of variables that could be further evaluated
experimentally. Before applying this method, an appropriate �ltering has been performed
to reduce the data dimensionality (initially, approximately 450000 CpG sites/variables were
available). Our results indicate that in both scenarios, the proposed methodology resulted
in a very small number of CpG sites that were deemed important (approximately ten).
Furthermore, the classi�cation of patients in their original groups based on these CpG sites
was very e�cient in terms of error rate. Thus, we conclude that the methylation levels of
speci�c CpG sites could be used as novel predictive biomarkers, especially regarding the time
to relapse.
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Abstract. In this paper, methods for e�cient construction of A-, MV -, D- and E-optimal
or near-optimal block designs for two-colour cDNA microarray experiments with array as
the block e�ect are considered. Two algorithms, namely the array exchange and treatment
exchange algorithms together with the complete enumeration technique are introduced. For
large numbers of arrays or treatments or both, the complete enumeration method is highly
computer intensive. The treatment and array exchange algorithms were compared on the ba-
sis of the computer time required to generate the designs and the e�ciencies of the resultant
criteria values. The treatment exchange algorithm computes the optimal or near-optimal de-
signs faster than the array exchange algorithm. The three methods however produce optimal
or near-optimal designs with the same e�ciency under the four optimality criteria for the
parameter combinations that were considered.
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Abstract. This presentation is concerned with the use of certain classes of random e�ects
models appropriate for individual selection in the presence of genetic relatedness. The �rst
approach is based upon a standard linear mixed model where the �xed e�ects are correlated
and their covariance matrix depends on the pedigree. The second model is using the SNPs
from a genome wide association study in order to inform the mean and the covariance struc-
ture, thus incorporating Mendelian sampling directly. The e�ectiveness of the two models is
illustrated using a dataset from animal science.
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Abstract. In binary classi�cation, when the distribution of numbers in the class is imbal-
anced, we are aimed to increase the accuracy of classi�cation in classi�cation methods. In our
study, simulated data sets and actual data sets are used. When simulation work is planned,
three di�erent e�ects are considered which may a�ect the classi�cation performance: sample
size, correlation structure and class imbalance rates. Scenarios were created by considering
these e�ects. 80 di�erent scenarios including 4 di�erent types of correlation structure, 5 dif-
ferent sample size and 4 di�erent class imbalance ratios were prepared and each scenarios
was repeated 1000 times. CART, SVM and RF methods have been used in the classi�cation.
SMOTE, SMOTEBOOST and RUSBOOST were used to decrease or completely remove the
imbalance of the data before the classi�cation methods were applied. Data generation, clas-
si�cation methods and performance were obtained using RStudio. The simulation results:
the imbalance rate increases from 10 to 30, the e�ect of the 3 algorithms on the classi�cation
methods is similar accuracy. Because the class imbalance has become balanced. When sample
size goes up to 2000, the classi�cation accuracy has also increased in these algorithms.
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Abstract. Hypertension is one of the most important public health problem in worldwide.
Hypertension in childhood and adolescence is a signi�cant risk factor for cardiovascular
disease in the adult life and it also causes early development of atherosclerosis and end-
organ damage in childhood. The aim of this study is to determine the systolic and diastolic
blood pressure (BP) percentiles using di�erent models aged from 2 to 18 years in Turkish
children and to evaluate the performances of the models(1).

A cross-sectional study was performed and the probability sampling method was applied.
The total sample size is 3456 children. Of the total 5,417 children at 10 selected schools
(nursery, pre-elementary school, primary school and high school), 4,984 (the reached rate
92%) were evaluated. Weight, height, systolic and diastolic blood pressure of these children
were measured by suitable methods. The estimations of systolic and diastolic blood pressure
percentiles in children using polynomial regression models were done. Fourth power of (age-
10) and Z scores of the height and weight were used in polynomial regression model for the
estimation of systolic and diastolic blood pressure (BP) percentiles (2).

Data were analyzed by using R Project. The mean values of systolic and diastolic blood
pressure increased with age and height at both genders. Estimated values of pre-hypertension
in child and adolescent via polynomial regression models were obtained lower grades from
results of Europe and USA studies (3).
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Abstract. It is very di�cult to distinguish between vesicoureteral re
ux (VUR) and re-
current urinary tract infections (UTI) in children. Delayed diagnosis and treatment of VUR
maybe the cause of some complications. Early diagnosis of VUR is important for preventing
outcomes. Aim of this study is to evaluate the performance of some data mining methods
for the clinical decision of VUR/UTI.

In this retrospective cross-sectional study, 611 pediatric patients who have applied to
Medicine Faculty of Ege University Pediatric Nephrology Outpatient Clinic and Tepecik
Training and Research Hospital were included. Informative data about the patients were ob-
tained from hospital records and patient �les. The conversion of records for data was carried
out by pediatric nephrologists in the study team and the database was created. The analysis
was done with Weka (Waikato Environment for Knowledge Analysis). 39 characteristics have
been determined in the model by selecting the variables that are the best representatives of
model for di�erential diagnosis of VUR/UTI with using Cfs Subset Eval(attribute evaluator)
and Best �t methods. Results were obtained in this model via data mining algorithms which
are cluster centroids, decision table (rule-based algorithm), multilayer perceptron, random
forest, random tree and Bayesnet. In this research, 426 children (69.7%) with VUR and 185
(30.3%) children with UTI were evaluated. 41% of the children with VUR were boys and
42% of the children with UTI were boys. When the results were evaluated by data mining
method, the performance of the method about the di�erential diagnosis of VUR/UTI was
56%-97.5%. We can conclude that this method is acceptable for di�erential diagnosis. Deci-
sion table (Rule-based approach) has the highest estimation rate (97.5%) for this data set.
We suggest of clinical and laboratory variables in decision support system can achieves a
good performance for the di�erential diagnosis of VUR/UTI. Prominent clinical and labora-
tory variables are restlessness, loss of appetite, urine PH and blood urea nitrogen. Presence
of hydroureter and/or hydronephrosis in imaging methods which is important for the clinical
diagnosis of VUR is also found out to be an important diagnosis method by data mining
approaches. Finally, data mining approach is suitable for the di�erentiation of very closely
related clinical diagnosis.
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Abstract. The aim of the present study is to systematically explore, by a meta- analytic
and meta-regression approach, the non-verbal memory impairments in Obsessive-Compulsive
Disorder (OCD), to describe how such a de�cit can be linked to executive functioning. Neu-
ropsychological �ndings of OCD patients have indi- cated de�cits in a wide range of cognitive
abilities, in particular in the executive functioning and in the non-verbal memory domains.
Thus, this statistical approach may improve the understanding of memory underperformance.

Keywords

OBSESSIVE COMPULSIVE DISORDER, META-ANALYSIS, MEMORY DEFICIT

138



Perceived barriers of colorectal cancer screening in
Northern Greece; a population survey of healthy
adults.

Mastrokostas A1, Gavana M1, Touloumi G2, Benos A1, and Haidich AB1

1 School of Health Sciences, Faculty of MedicineAristotle University of Thessaloniki,
Greece, amastrokostas@auth.gr

2 Medical School, National and Kapodistrian University of Athens, Athens, Greece

Abstract. Colorectal cancer is the third most frequent cause of cancer mortality in Greece
and in most European countries. Although current guidelines highlight the bene�cial e�ect
of colorectal screening (with Fecal Occult Blood Test (FOBT) or colonoscopy) for the general
population, uptake rates are very low in Greece.

We aimed to investigate factors in
uencing colorectal cancer screening tests participation
rates in the Greek adult general population, and to explore the perceived barriers.

In this analysis, we used a sub-set of the EMENO study data (National Morbidity and
Risk Factors Survey); those referring to Northern Greece (province of Macedonia and islands
of Northern Aegean Sea). EMENO is a nationwide health examination survey. A represen-
tative sample of the Greek adult (≥18years) was selected using the multistage strati�ed
random sampling method In addition to EMENO data, we interviewed all men and women
EMENO participants who were over 50 years, lived in Northern Greece and had reported
that they had never participated in a FOBT or colonoscopy screening test , or during the last
5 years. A semi-structured questionnaire, using a mixed method approach, was administered.
All participants were asked to state the principal reason for not participating in colonoscopy
and/or FOBT screening as well as to state their level of agreement, in a 4-level Likert scale,
in a list of the most frequently cited barriers.Additional data on demographic and socioeco-
nomic factors were drawn from the EMENO study database. Analysis was conducted with
SPSS 23.0and STATA (version 13).

Five hundred seventeen adults were included in the analysis; 61.8% women, mean (SD)
age of63.1 (12.7) years. The most frequently cited barrier for colonoscopy was lack of symp-
toms (40.7%), followed by lack of recommendation (19.5%) and negligence (15.3%). For
FOBT, the principal perceived barrier was also lack of symptoms (42.1%),followed by lack
of recommendation (22.3%) and negligence (11.6%). Interestingly, a substantial portion of
the sample reported that they did not even know what the test is (8.5% for colonoscopy and
14.9% for FOBT). However, only 2.5% reported �nancial issues and 1.7% lack of insurance
as the primary reason for not participating in colonoscopy (2.5% for FOBT). There were
no signi�cant di�erences between genders regarding the main reason for not participating in
FOBT or colonoscopy.

Colorectal cancer screening participation of the general population in Greece is a multi-
variate issue. Behavioral as well as organizational factors contribute to diminished partici-
pation rates. The fact that most people value these tests suitable only in case of symptoms,
and that many do not know the nature of the test, indicate a serious de�cit in health literacy.
Proper education of the public about the bene�ts of secondary prevention should be a public
health priority.
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Abstract. High-risk (hr) HPV detection with HPV16/18 genotyping tends to be considered
a better method of primary cervical screening than cytology. The purpose of this study is
to assess the performance of the detection of E7HPV protein as a triage method for women
either hrHPV (non16/18) or HPV16/18 positive, and, consequently, evaluate alternative
triage processes that could possibly result in a new algorithm towards better selection of at
risk women.

The study included 1473 potentially eligible participants. E7HPV protein, being a contin-
uous variable, was dichotomized based on ROC curve analysis and the Youden's J statistic.
Di�erent indices, such as sensitivity, speci�city, PPV, NPV were computed to evaluate the
accuracy of the di�erent screening methods considered. The accuracy di�erences between
the methods were statistically compared. In addition, the positive likelihood ratio and the
odds ratio of CIN2+ (the endpoint in this study) were computed for all screening methods.

We conclude that triage of either HPV 16/18 positive women or hr (non16/18) HPV
positive women, to colposcopy with the E7 test results in very interesting �ndings and a
better performance.
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Abstract. In the assessment of diagnosis tests, using methods other than the standard
criteria yields bene�cial information. It is crucial to compare the bene�cial aspects of di�erent
diagnostic tests based on the same golden standard. Suzuki has suggested a method for
comparing the bene�ts of two di�erent diagnostic tests, based on the proportion of OR
values yielded by the 2x2 contingency table used in diagnostic test practices. The Suzuki
allows not only the general comparison of diagnostic tests, but also assesses them in terms
of sensitivity and speci�city. We attempted to assess the comparison of the features of two
di�erent diagnostic tests, by focusing on the similarities and contradictions between the
Suzuki and the standard methods that compares AUC levels. The results of two di�erent
diagnostic tests for a total golden standard inventory of 120 ill and 120 healthy individuals,
were collected by randomly appointing ill or healthy individuals to these tests. The AUC,
SE-AUC, OR values for the two diagnosis tests were calculated by the software we designed.
Based on the resulting ROR value con�dence intervals and standard comparisons, z values
were calculated. This was repeated 5000 times. It has been found that the method's results
are largely consistent in terms of signi�cance, and that discrepancies arise only for the very
critical "z" values, in con�dence intervals very close to 1. The Suzuki appears to be a rather
valid option in such comparisons, since its diagnostic tests provide OR's, and additional
information which includes the OR ratios.
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Abstract. Meta-analysis of diagnostic test accuracy studies di�ers from the usual meta-
analysis of therapeutic/interventional studies in that, it is required to simultaneously analyze
a pair of two outcome measures such as sensitivity and speci�city, instead of a single outcome.
Several di�erent methods have been proposed for meta-analysis of diagnostic test accuracy
studies, but there is still considerable uncertainty regarding the best method to synthesize
those studies.

There are currently two analytical models available for hierarchical modeling: the bi-
variate model (1) and the hierarchical summary receiver operating characteristic (HSROC)
model (2). Both models utilize a hierarchical structure of the distributions of data in terms
of two levels, and provide equivalent summary estimates for sensitivity and speci�city under
the special condition. Using Bayesian methods, improved estimates of sensitivity and speci-
�city are possible, especially when prior information is available on the diagnostic accuracy
of the reference test.

We will review Bayesian methods that are used in meta-analysis of diagnostic test accu-
racy studies and point their advantages and weaknesses.
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Abstract. Brain-Computer Interfaces (BCIs) have used motor imagery (MI) to interpret
brain activity into control of robotics. While kinesthetic (KMI) and visual motor imagery
(VMI) both induce brain activation patterns similar to an actual motor task, they correspond
to distinct neural systems and their suitability for BCI applications has not been investigated.
We analyzed BCI skill training, performance and \Godspeed" questionnaire answers of 30
healthy individuals (18 male, 12 female) during a comparative experiment incorporating
VMI and KMI paradigms as BCI (Emotiv) control modalities to operate two robotic arms
(Mercury 2.0) in simple motions. Demographic data with regards to age across sexes and
di�erent hand dominance were explored using the Mann-Whitney (U) and Kruskal-Wallis
(H) tests respectively with no signi�cant di�erences. Godspeed's total and sub-categories
scores were analyzed with no signi�cant �ndings (sex and superior performance in KMI or
VMI as grouping factors; normality tested using Shapiro-Wilk Test). KMI against VMI skill
training percentages were compared separately for each hand, across training blocks using
Paired t-test (t) comparisons and di�erences for each block were further explored grouping
by hand dominance and sex. Signi�cant di�erence was found only in KMI against VMI
skill training percentages for the Right Hand, gathered during training block 2 for female
participants. Descriptive data highlighted that even though KMI could result in increased
skill rates, there is a \fatigue" e�ect. Finally, success rates of BCI control between KMI
and VMI were treated using Wilcoxon Signed Ranks Test. While VMI outperforms KMI,
di�erences were not signi�cant.
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Abstract. Clinically important outcomes in randomized clinical trials (RCTs) are often
expressed as a dichotomous variable. In rare diseases, only a small number of patients is
available per RCT. Such small sample sizes increase the chance of observing zero events.
When the number of zero events increases, a meta-analysis (MA) via a simple frequentist
normal-hierarchical model, induces bias and improper (interval) estimation of the overall
treatment e�ect.

A full Bayesian model, which is a viable solution for MA in rare diseases, can be used
instead. In such sparse settings, Bayesian models are sensitive to the choice of variance
(heterogeneity) prior distributions. This choice heavily in
uences posterior inference of the
heterogeneity parameter and results in improper (interval) posterior estimation of the overall
treatment e�ect.

We performed a simulation study to evaluate the impact of alternative methods for
estimating heterogeneity on the overall treatment e�ect in a sparse-events MA of a few small
RCTs under a frequentist and a Bayesian hierarchical model. We evaluated each method by
reporting the frequentist operational characteristics of bias and coverage.

The Bayesian approach performed more robustly than the frequentist one. When a
Bayesian MA is performed under such sparse conditions we recommend using priors whose
density is concentrated but not restricted to plausible τ values such as a Uniform(−10, 10)
prior on the log(τ2) scale.

The impact of the proposed methods is illustrated via two meta-analyses of rare diseases.
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Abstract. New approaches and instruments are developing for the purpose of measuring
various variables, with the aim of providing cheaper, more convenient and safe methods.
When a new method of measurement or instrument is invented, the quality of it has to be
assessed. In such studies, linear regression analysis are often used for investigating degree of
agreement of two quantitative measurements. But linear regression allows measurement error
only in Y variable. So in this case, researchers can use Deming regression analysis and Bland-
Altman methods for accordance. This methods allows measurement error in both X and Y
variables. In this study, we discussed Deming regression, Bland-Altman and ICC (intraclass
correlation coe�cient) methods, including the application of inappropriate statistical meth-
ods, multiple statistical methods, and the strengths and weaknesses of each methods. As an
application, we compare digital thermometry of incubator and axillary fever measurements
for newborn. We have found a good accordance between measurements with methods of
Deming, Bland Altman and ICC. For example, correlation values were obtained whereupon
0.70 in the comparison of the variables between the two measurements and their repeated
values. As a result, the methods of Deming regression, Bland-Altman and ICC are useful
and give similar results for measuring accordance between two numerical measurements.
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Abstract. Assessment of the cumulative e�ect of correlated exposures is an open method-
ological issue with several applications. In environmental epidemiology it is encountered in
the evaluation of the cumulative health e�ects of mixtures of pollutants. Previous studies
have applied regression models with interaction terms [1] or identi�ed the most health rel-
evant components of the pollutant mixture by dimension reduction methods [2]. In cancer
epidemiology, the combined e�ect has been evaluated through the use of a score of expo-
sures of interest that incorporates weights based on the strength of the component-speci�c
associations with health outcomes [3]. We estimated the joint e�ect of six air pollutants
(particulate matter with diameter less than 2.5 µm and between 2.5-10 µm, nitrogen diox-
ide, sulfur dioxide, carbon oxide and ozone) on daily natural and respiratory mortality in
Athens, Greece, in 2007-2012. We assessed three di�erent methods under the context of a
Poisson regression allowing for overdispersion for the investigation of the e�ects of short
term exposure to the pollutants: a) including all pollutants and their �rst-order interactions,
b) including only pollutants selected via adaptive LASSO and c) using a weighted expo-
sure score with pollutant-speci�c weight the corresponding e�ect retrieved from published
reviews. The pollutants correlations ranged from -0.48 to 0.73. The estimation of their joint
e�ect on natural mortality was similar between methods (% increase and 95% con�dence
interval (CI) per 1 interquartile range (IQR) increase per pollutant or score; all pollutants
model: 1.12% (-1.22%, 3.52%), adaptive LASSO model: 1.08% (-1.24%, 3.46%) and score
model: 1.00% (0.14%, 1.87%)). When we assessed the joint e�ect on respiratory mortality,
which presented less number of events and less variance compared to natural mortality, the
score model resulted in a di�erent cumulative estimate compared to the other methods (%
change and 95% CI per 1 IQR increase per pollutant or score; all pollutants model: -0.56%
(-14.56%, 15.73%), adaptive LASSO model: -0.61% (-14.55%, 15.61%) and score model:
1.21% (-3.73%, 6.40%)). Our �ndings suggest that, when an endpoint with su�cient number
of cases is investigated, the use of an exposure score estimates a similar joint e�ect to a
multi-pollutant or a dimension reduction method, while the e�ects are di�erentiated when
analyzing more sparse health indices.
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Abstract. Multi-stratum experiments arise when practical restrictions on the randomi-
sation process lead to information appearing at di�erent levels of experimental unit from
di�erent treatment factors. Analysis of data is performed by �tting mixed e�ects models.
When resources are limited the classic orthogonal layout is not viable and we need methods
to construct e�cient designs. Usually optimum designs for point estimation of �xed e�ects
allow few degrees of freedom for estimating pure error variance components. However such
estimates are required in case inferences are to be performed using the experimental data.
Here we use the modi�ed optimality criteria for inference of Gilmour and Trinca (2012) in
the stratum-by-stratum design approach of Trinca and Gilmour (2015) in order to construct
multi-stratum designs that allow for pure error degrees of freedom in the several strata.
We explore a few combinations of properties in the criteria, including compound criteria,
and study several properties of the obtained designs. Besides being better for inferences on
the model parameters than standard designs our designs are shown to be quite competitive
in terms of response and di�erence response predictions as well. As illustration we use a
biotechnology laboratory experiment.
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Abstract. This paper concerns Support Vector Machines (SVM), a supervised learning
technique which is applied to data that are already labeled as members of categories. SVM
are useful for classi�cation and prediction and the typical application involves a learning
phase on a training dataset in order to predict the classes of new cases of a test dataset. As
with most machine learning techniques, variable selection methods can increase the SVM
accuracy of prediction by reducing the dimensions of the dataset, especially in cases of big
data.The basic idea of the present work is that in certain datasets the correlation structure
of variables is complicated and di�erent in speci�c classes; therefore the recognition of un-
derlying patterns is of greater importance than studying the behavior of individual variables.
Here, by comparing correlation coe�cients of two distinct groups, we choose the variables
that participate in most pairs that are signi�cantly di�erent and we use this procedure as
a variable selection method in order to eventually determine the variables that will next be
included in a SVM classi�er. The combination of the aforementioned variable selection with
SVM was applied to gene expression data comprised of various subcategories and improved
the accuracy of the predicted categories of the test set, compared to the results received by
including all the variables in the algorithm.
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Abstract. Beside lots of advantageous of joint modeling of longitudinal and time-to-event
data, one of the usage area is to handle with endogenous (internal) time-dependent covariates.
The extended Cox model assumes that the covariates are external, so for internals joint
modeling should be used.

Time-dependent covariates may be internal or external (exogenous) covariates. An inter-
nal time dependent covariate relates directly to the patient and can only be measured when
an individual is alive. Examples of internal variables in medical applications are biomarkers
and clinical parameters, such as the serum bilirubin levels for patients with primary biliary
cirrhosis, CD4 cell counts for HIV-infected patients, the prothrombin index for patient with
liver cirrhosis, and aortic gradient level for patients with aortic stenosis. On the other hand,
external time-dependent covariates are not related to the body conditions or status. For
example; age, levels of air pollution, air temperature, etc.

We compare the results from extended cox regression and the new approach (JM) on
AIDS dataset. The approaches are demonstrated via both simulation studies and the data
set analysis. We carry out this simulation-based investigation under various di�erent sce-
narios. Results from the simulation study and from the analysis will be presented. We will
discuss scenarios in which case they are advantageous. All statistical analyses were conducted
using SAS 9.0 (SAS Institute, Cary, NC) and R version 3.3.2 (R Foundation for Statistical
Computing, Vienna, Austria).
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Abstract. Data mining is obtaining the valuable information that can be from the big data.
In this way, it is possible to reveale the relationship between the data and when required the
predictions for the future. By using data mining methods in health database it is possible
to obtain information that may help hospital or health care facility to make predictions. It
is necessary to apply data mining in health area due to the magnitude and vital importance
of health data.
In this study decision tree algorithms of classi�cation methods have been used. The aim of
the study was comparing individual and ensemble decision tree algorithms. In accordance
with this purpose individual algorithms (CART and C5) and ensemble algorithms (bagging,
boosting and random forest) have been compared according to performance measures (ac-
curacy, speci�city etc.) obtained from confusion matrix. All algorithms have been performed
by using R software. Hold-out validation method was used to validate the model. Therefore,
dataset was splitted 70% and 30% for training set and test set, respectively.
The algorithms have been applied on a real dataset obtained from Ege University Faculty of
Medicine. The dataset consists information of detailed clinical examination and evaluation
of delirium. The outcome variable is the presence or absence of delirium. All of the patient
cards (n=12962), have been evaluated by the psychiatrist and assessed for psychiatric dis-
orders, that were reached between 2005-2013. Files were scanned and patients over 65 years
old were chosen for the study.
Results showed that ensemble algorithms predicted better in all algorithms. Among ensemble
algorithms bagging algorithm predicted the best with an accuracy of 85%.
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Abstract. Meta-analysis is a statistical method that combines the results from multiple
independent studies. In meta-analysis, e�ect sizes are usually combined. Firstly, the e�ect size
of studies must be calculated. After calculating e�ect size, homogenity of e�ect sizes must be
examined. Cochrans Q test, I2 or graphical methods can be used to asses heterogenity. Fixed
e�ect model is used when studies are homogeneous otherwise random e�ect model is used.
Assessing heterogenity is a critical issue in meta-analysis because chosen model may change
the overall e�ect size. It should also be examined whether there is any outlier in studies
using in meta-analysis. When outliers are included in meta-analysis, it is recommended that
alternative models should be used instead of random e�ect model. If an outlier is included
in a meta-analysis study, the weights should be reduced. Aim of this methods reduce the
weight of outlier(s). One solution about overcoming outliers problem is using t-distribution
instead of using normal distribution random e�ect model. If only one study is assumed to
be an outlier, outlier can be deleted. But instead of deleting an outlier, mixture model is
recommended as an alternative to random e�ect model.
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